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Abstract 

Terrestrial animals are amazingly good at traversing complex 3-D terrain with large 

obstacles by physically interacting with them and transitioning across various locomotor 

modes. In stark contrast, even the most advanced legged robots struggle to do so, possibly 

because they lack a fundamental framework to model robot-obstacle physical interaction 

paralleling artificial potential fields for obstacle avoidance. To remedy this, previous 

studies on cockroaches and robophysical models established a novel framework—potential 

energy landscape modeling—that explains and predicts the destabilizing mode transitions 

from physical interactions between animal/robot and obstacles, which governs a wide 

range of complex locomotion. This framework inspired new body shapes and feedforward 

control strategies to improve robot performance in traversing familiar obstacles. Despite 

this advance, the framework needed further development to better understand biological 

adjustments, to be applicable to unknown terrains, and to guide robotic mode transitions.  

We further study locomotor-obstacle physical interaction using the potential energy 

landscape modeling framework in our biological and robotic model systems, where a 

cockroach or a cockroach-inspired robot traverses a pair of stiff, grass-like beams as 

cluttered, large obstacles. The animal or robot usually transitions from pitch to roll mode 

to traverse. This transition on a potential energy landscape over the body roll-pitch space 

requires escaping the entrapment in a pitch basin, crossing a potential energy barrier, and 

reaching a roll basin. The least-resistance transition occurs when crossing the barrier at a 

saddle point.  
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We observed that cockroaches adjust appendages in the locomotor transition. On a 

refined landscape, some adjustments substantially reduce the transition barrier, whereas 

others did not. We developed a minimalistic robot capable of sensing contact forces and 

torques. Using them as the gradient, we reconstructed the potential energy landscape of an 

unknown terrain. Finally, we proposed a bio-inspired control strategy that enabled a robot 

to use feedback control to find unknown modes and transition with the least-resistance 

path. We verified this strategy using a simulated robotic system. Building on the potential 

energy landscape modeling framework, our findings advanced the understanding of animal 

behaviors, enlarged robot’s accessible terrain, and improved robots’ mobility. 
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Chapter 1 Introduction 

1.1 Motivation and overview 

Animals’ legged locomotion occurs daily across diverse natural terrains ranging 

from savanna grassland to rainforest floor [1–3]. Some of these terrains are highly 

complicated and cluttered with obstacles of various sizes and properties, such as rocks, tree 

roots, shrubs, burrows, etc. They raise significant locomotor challenges for legged animals 

[4,5]. However, the animals appear to traverse complex terrain agilely by using and 

transitioning between various locomotor modes [6,7] (e.g., climbing [8], leaping [9], 

crawling [10], self-righting [11], etc.). This is achieved by robustly making effective 

physical interactions with the terrain [1,2,4] (Figure 1-1). 

 

Figure 1-1: Terrestrial animals physically interact with complex terrain using various 

locomotor modes. (A) American cockroaches crawling out of a crevice. (B) A mountain 

goat walking on cliffs. (C) A squirrel climbing on a tree. Images courtesy of (A) Tom 

Libby, Kaushik Jayaram and Pauline Jennings from PolyPEDAL Lab, (B) Marshall 

Bannister on Pexels, and (C) Maddie Franz on Pexels. 

Thanks to the advances over the last few decades, legged robots can run and walk 

stably on modest ground with no or small unevenness [12–14]. The most advanced robots 

from Boston Dynamics [15,16], Agility Robotics [17], ANYbotics [18], and Ghost 



2 

 

Robotics [19] demonstrate impressive ability to transition to jumping and somersaulting. 

However, such mode transitions are far from robust in complex terrain with obstacles as 

large as the robots [15,20]. Unlike animals, robots still struggle when physically interacting 

with complex terrain (Figure 1-2). Because most existing simple models for legged 

locomotion focused on stable, steady-state or limit-cycle gaits without contact with 

obstacles [21–25], robots lack a fundamental framework to model the complex physical 

interactions [26]. This diminished the usefulness of robots in many important applications, 

such as search and rescue in rubble [27], environmental monitoring in mountain boulders 

and forest debris [28], and planetary exploration through large Martian and Lunar rocks 

[29].  

  

Figure 1-2: Legged robots (struggle to) physically interact with complex terrain. (A) 

An X-RHex robot fails to climb up a rubble pile. (B) IHMC’s Atlas flips when walking on 

uneven ground. Images courtesy of (A) Kodlab on YouTube and (B) DARPA [30].  

To understand how legged animals and robots should modulate direct physical 

interaction with complex terrain and make robust locomotor transitions, recent studies in 

our lab began to establish a potential energy landscape modeling [26,31]. Although this 

framework has not yet captured the full dynamics of systems, it began to serve as a 

fundamental conceptual model of terradynamics [32] that simplifies the detailed dynamic 

analyses (i.e., composing and solving equations from Newton’s laws) and leads to an easier 
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and more intuitive understanding of physical interactions, similar to the inverted pendulum 

model for walking [22] and the spring-loaded inverted pendulum model (SLIP) model for 

running [21]. This framework has already been applied to the animal’s (Figure 1-3A) and 

robot’s (Figure 1-3B) legged locomotion in traversing multiple types of obstacles [31,33–

36] and ground self-righting [11,37–39]. In each scenario, the model explains and predicts 

stereotyped modes and transitions (Figure 1-3C) using the potential energy landscapes 

(Figure 1-3D) and inspires feedforward robotic control strategies (Figure 1-3E) that 

increase the rate of transition to a favorable mode and traversal [26]. Despite these 

achievements, potential energy landscape modeling as a new framework needs further 

exploration. For example, we should understand better how to measure it on unknown 

terrain. Also, it could be useful in better understanding biological adjustments and guiding 

robots in traversing large obstacles.  
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Figure 1-3: Potential energy landscapes explain and predict animals’ and robots’ 

locomotor modes and transitions and inspire control strategies. (A) Biological 

experiments of cockroaches traversing model terrain and self-righting. (B) Simplest 

robophysical models. (C) Stereotyped locomotor modes and transitions of model systems. 

(D) Potential energy landscapes. The system is attracted in a distinct basin in each 

locomotor mode. Locomotor transitions are destabilizing, barrier-crossing maneuvers. 

Black dashed curves show potential energy barriers. Arrows in (C, D) show representative 

system state trajectories; thicker arrows show more desirable modes. (E) Feedforward 

strategies that facilitate transitions to favored modes and increase traversal probabilities. 

Example locomotor challenges are traversing (i) a bump, (ii) a gap, (iii) pillars, (iv) beams, 

and (v) ground self-right. (A, B) Images courtesy of Terradynamics lab. (C-E) Adapted 

from [11,26,33–36]. 
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This dissertation is the next step in the development of potential energy landscape 

modeling. We continued to bridge the knowledge gap using an interdisciplinary approach 

integrating biology, robotics, and physics [37] (Figure 1-4). We observed the detailed 

adjustments of biological organisms and analyze how they change the shape of the potential 

energy landscape (biology to physics). In return, we used the changes in transition barriers 

on the landscape to explain the usefulness of these adjustments (physics to biology). 

Inspired by the animal’s shape, sensor distribution, and potentially active sensing behavior, 

we developed a new robot capable of contact force and torque sensing (biology to robotics). 

Using this robot, we better understood how the robot can model physical interaction with 

the terrain (robotics to physics) and proposed the possible usefulness of animals’ active 

behavior in sensing (robotics to biology). We proposed a landscape-based control strategy 

for robots to make least-resistance transitions (physics to robotics). We tested this strategy 

using a simulation that was verified by comparing it with physical robotic data (robotics to 

physics). The results of this dissertation should further enlarge the accessible terrain and 

enrich the usefulness of the potential energy landscape modeling. 
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Figure 1-4: Terradynamics as an interdisciplinary field integrating biology, robotics, 

and physics. Observations of model organisms inspire robot morphology and motion 

[40,41]. Robophysical models inspire and test biological hypotheses and allow control and 

variation of parameters to discover general physics principles [42–44]. Physics principles 

and predictive models explain animal locomotion mechanistically and inspire robotic 

control strategies [21,22,45]. Adapted from [26]. 

1.2 Background: biological and robotic legged locomotion 

1.2.1 On the ground ranging from flat to large unevenness 

Two basic gaits of biological, legged locomotion are walking and running. Studies 

of animals on flat ground (i.e., unevenness = 0) revealed the simplest models of the two 

gaits. Walking was modeled as an “inverted pendulum,” where the body mass swings over 

a rigid leg in each step [22] (Figure 1-5A, i). Running was modeled as a “spring-loaded 

inverted pendulum,” where the body mass bounces on an elastic leg like a pogo stick [21,46] 

(Figure 1-5A, ii). Both models are the simplest templates [45], explaining the energy 

conservation [21,47–52] and dynamic stability of the passive mechanism [53–58]. They 

inspired the development of passive or feedforward-controlled (with minimal sensors and 

central pattern generators (CPGs) to conduct leg motion) yet dynamically stable robotic 

walkers and runners [13,59–67] (Figure 1-5B). They also inspired walking and running 

models for legged walking and running gaits in 3-D, such as the “3D inverted pendulum” 

model for waddling [68,69] and the “lateral leg spring” model for sprawled runners [70].  
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Figure 1-5: Simplest models and robotic examples for walking and running. (A) (i) 

Inverted pendulum model and (ii) Spring-mass model (or spring-loaded inverted 

pendulum, SLIP) model are the simplest models for walking and running. (B) Example 

passive or feedforward-controlled robots. (i) McGeer’s walker. (ii) RHex. (C and C’) More 

developed robots with sensory and control systems. (C) (i) Cassie and Digit. (ii) BigDog. 

(C’) (i) MABEL. (ii) MIT Cheetah. Adapted from [4,13,14,17,71–73]. 

When the ground unevenness is small (unevenness << leg length), animals and 

robots can still rely on dynamic stability from the passive mechanism or mechanical 

feedback to keep the gaits [13,23,74–76] (Figure 1-6A, B). However, such dynamic 

stability is limited (especially for robots) [58]. As the unevenness beyond a certain 

threshold, successful locomotion likely depends more on sensory feedback to sense the 

ground unevenness [4,77–81] and modulate their CPGs accordingly to remain stable 

[4,77,82–87] (Figure 1-6C). 
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Figure 1-6: Animals and robots maintain the stability when traversing rough terrains. 

(A) A cockroach traverses rough terrain with only mechanical feedback. (B) A RHex robot 

traverses rough terrain without sensory feedback. (C) A Raibo robot traverse deformable 

terrain with sense-based modulations. Image courtesy of (B) Agile Systems Lab at Georgia 

Tech on YouTube. (A, C) Adapted from [74,77]. 

1.2.2 Through a field of large obstacles 

When the terrain is more 3-D complex and cluttered (unevenness ≈ or even > leg 

length [88]) and exceeds the stability region walking and running gaits, the animals or the 

robot cannot use a single gait to traverse the obstacle field. Instead, the animals facilitate 

various locomotor modes [1,4] by physically interacting with the terrain (or obstacles). 

They also often transition between them [6,36,89] to traverse, showing high robustness and 

agility. Even if the animal loses stability and flips upside down sometimes, it often can 

rapidly self-right [11,90–94] to recover.  

On the other hand, even the most advanced robots (Figure 1-5C, C’) often show 

less agility than animals. They struggle to interact with large obstacles [15,20] (Figure 1-2). 

As a result, the dominant approach for navigating an complex terrain is to avoid obstacles. 

For example, a robot can use visual sensing (e.g., cameras, LiDAR) to create a geometric 

map of the terrain. Using this map, the robot can construct an artificial potential field 
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[95,96] (Figure 1-7), with its goal modeled at a global minimum and obstacles modeled at 

high potential regions. The robot then can plan and follows a gradient descent, collision-

free path towards the goal around the obstacles [97]. Algorithm inspired by this already 

overcame the necessity of prior knowledge of the terrain [98] .With advanced planning and 

control, the legged robots can jump over single stairs or gaps to make up small 

discontinuities in the collision-free path [15,16,99,100]. 

 

 

Figure 1-7: Models to avoid or physically interact with obstacles. (A, B) Artificial 

potential fields as fundamental models for obstacle avoidance. (A) A potential function of 

the artificial repulsive force. (B) Artificial potential functions over a free configuration 

space. (C) Scheme that robots physically interact with obstacles to destabilize and 

transition between locomotor modes (limit cycles and attractors) similar to animals. 

Adapted from [26,95,96]. 

Although difficult, many robots can traverse obstacles by physically interacting 

with them. One common strategy is empirically designing special gaits to interact with 

designated obstacles [101–105]. Another common strategy is to obtain a learning-based 

controller from simulation to maintain stable gaits [77,82,84,87,106,107] and transition 

between them [108–110].  

Above studies on robots locomoting through a field of large obstacles mainly 

assumed that the robot should use stabilized, limit-cycle-like walking or running gait, and 
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some enhanced the stability of the gaits using sensory information. Locomotor transitions 

were not involved or triggered by the descending robot control. We lack an understanding 

of how robots should physically interact with the terrain to destabilize from limit cycles to 

transition between various locomotor modes similar to animals (Figure 1-7C). Recent 

studies in our lab began to establish a potential energy landscape modeling that models 

how locomotor-terrain physical interactions induces such destabilizing locomotor 

transitions. Inspired by this modeling and observation of animal behavior, the lab proposed 

robots to have specially designed outfits and generate simple actuation other than legs 

[31,33–35,37,111]. With these simplest feedforward control strategies, the robots could 

dynamically traverse large obstacles by physically interacting with them and transitioning 

between various locomotor modes. 

1.2.3 Locomotor transitions and landscape approaches 

As introduced above, animals transition between locomotor modes to navigate. 

These transitions emerge from interactions between the animal and the terrain across the 

neural, postural, navigational, and ecological levels [112–114]. At the neural level, legged 

animals use sensory information [23,115,116] to modulate central pattern generators [83] 

to switch locomotor modes. At the postural level, animals transition between locomotor 

modes (e.g., between walking and running) to save energy [117]. At the ecological level, 

animals switch locomotor modes to forage across natural landscapes with minimal 

metabolic cost [118].  

Landscape approaches are used to explain and visualize biological transitions. For 

example, a potential function (as a 1-D landscape) is artificially defined to explain the 

walk-to-run transition of humans [119]. A potential landscape is obtained from Bayesian 
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model selection criteria to explain the walk-to-trot transition of dogs [120]. Metabolic 

energy landscapes are inferred from oxygen consumption to explain locomotor modes 

switching over natural landscapes [118]. Aside from explaining locomotor transitions, 

landscape modeling is also widely used to explain mode transitions in other domains, such 

as protein folding [121–123], biological phase transitions [124], and robotic manipulation 

[125]. 

Robotic mode transitions emerge across postural control, navigational, and cross-

media levels. At the postural control level (similar to neural and postural levels in biology), 

robots use sensory information to modulate central pattern generators to switch locomotor 

modes [83,87,126–133]. At cross-media scale (similar to the ecological level in biology), 

robots transition across aerial, aquatic, and terrestrial locomotion [6,7,134]. 

For both animals and robots, few studies focus on how locomotor transitions 

emerge from physical interaction with the terrain at the navigational level. The robotic 

studies on locomotor transitions at the postural control level mostly focused on the gaits 

on flat ground that facilitate obstacle avoidance but did not explain how locomotor 

transitions emerge from physical interaction with obstacles. The landscapes proposed 

above are either artificially defined or inferred by measured energy consumption, which 

lacks a connection with the first principle of dynamics.  

1.2.4 Potential energy landscape modeling  

Recent studies in our lab began to establish a potential energy landscape modeling 

framework [26] (Figure 1-3). This simple landscape approach from first principles 

explains and predicts how locomotor modes and multi-pathway transitions emerge from 

physical interaction with the terrain (usually an obstacle that blocks animals or robots) at 
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the navigational level. It currently applies to hard-shell animals (terrestrial insects with 

exoskeletons like cockroaches, turtles, etc.) and robots’ locomotion traversing large 

obstacles [26,31,33–36] in a regime where large potential energy barriers are comparable 

to or exceed kinetic energy and/or mechanical work generated by each propulsive cycle or 

motion. Analogous to artificial potential fields for geometry-based obstacle avoidance, 

these real potential energy landscapes provide a physics-based foundation for robots to 

conceptualize locomotor transitions. 

Specifically, a self-propelled animal’s or robot’s body physically interacts with 

obstacles, resulting in a potential energy landscape (the system’s real potential energy as a 

function of body 3-D position and rotation), with attractive basins of stability separated by 

potential energy barriers (Figure 1-3D). Due to continual self-propulsion resulting in 

frequent body-obstacle contacts that break continuous friction, the system’s state tends to 

settle to these basins. As the robot or animal is attracted to each stability basin on the 

landscape, its motion emerges as a distinct locomotor mode (which often involves large 

body rotations, not just translation) (Figure 1-3C). Given the limited propulsive forces and 

torques of the animal or robot, the modes lead to different outcomes (e.g., traversing the 

obstacle, climbing the obstacle, being trapped, etc.). The animal or robot should propel to 

destabilize itself from attraction by the basins/modes of entrapment and overcome potential 

energy barriers to transition to the favored basins/modes. A large enough but non-feedback-

controlled kinetic energy fluctuation from oscillatory self-propulsion can induce such a 

transition. For a review, see [26]. 

Despite these achievements, the potential energy landscape modeling needs further 

development to understand animals’ locomotion. Animals use both quick mechanical 



13 

 

feedback [135,136] that relatively slow sensory feedback [137,138] during physical 

interaction with obstacles [4]. The potential energy landscape modeling mostly captures 

the mechanical feedback part—for example, self-propulsive oscillation modulated by 

mechanical feedback transformed into kinetic energy fluctuations and induced barrier-

crossing transitions [31]. On the other hand, multiple pieces of evidence have shown that 

animals can make adjustments (presumably using sensory feedback control) to aid 

locomotor transitions [31,33–35,89,115,116]. For example, the animal transitioned before 

the kinetic energy level exceeded the transition barrier, indicating that mechanical feedback 

alone does not lead to this transition [31].  

Sensory feedback control is reflected in the animal’s adjustments [139] on its body 

and appendages (we mean the motions that cause some parts of the body part or appendages 

to move relative to the body frame, such as flexing the head, abdomen, or moving legs, but 

not overall body motion like the whole animal moving forward or rotating). These 

adjustments may have various functions, such as enhancing sensing, steering system state, 

or generating oscillations to explore. Aside from these, the potential energy landscape 

modeling offered a new possibility for understanding the usefulness of these adjustments.  

Other than this, the potential energy landscape modeling needs further development 

to apply to unknown terrains. The establishment of the potential energy landscape 

modeling is heavily based on large quantities of empirical observation of the locomotion 

of animals and their robophysical models [26]. Such a bio-inspired process naturally 

combined with specific model systems with regular, controlled obstacles (e.g., pillars of 

perfect circular or square cross-sectional shapes [35], rigid beams [31]). We lack methods 
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for a robot to obtain the potential energy landscape of an unknown terrain with arbitrary 

obstacles, which limits the modeling to be applied in natural and new terrains. 

1.2.5 Sensing physical contact 

Biological locomotion is modulated by both sensory feedback from the nervous 

system and mechanical feedback from the musculoskeletal system [4]. During rapid 

physical interaction with the obstacles, sensory feedback becomes more important in 

guiding the timing and motion direction for locomotor mode transitions [26]. To monitor 

the physical contact with obstacles, animals are equipped with a hierarchical tactile sensory 

system. For example, insects like cockroaches have exteroceptors like bristles and 

campaniform sensilla to sense contact position and force and proprioceptors like hair plates 

and chordotonal organs to sense relative position/velocity between joints to infer contact 

positions and forces [140,141] (Figure 1-8A). These sensors form clusters or groups 

[142,143] to compute local signals collected and used by the central neural system. These 

redundant mechanosensing streams provide robustness against sensor damage. 

 

Figure 1-8: Biological and robotic sensors. (A) Biological sensors. (i) Bristle. (ii) 

Campaniform sensillum. (iii) Hair plate. (iv) Chordotonal organ. (B) Biological sensory 
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organs. (i) antennae of an American cockroach. (ii) Whiskers of a rat. (C) Robotic sensors. 

(i) Commercial multi-axis force/torque sensor. (ii) Flexible sensory arrays on a glove. (D) 

Robotic sensory parts. (i) Robotic antenna. (ii) Robotic whisker array. Images courtesy of 

(B, i) Erik Karits on Pexel, (B, ii) Nikolett Emmert on Pexel, and (C, i) ATI Industrial 

Automation. Others are adapted from [140,144–146] 

Aside from numerous sensors, animals exhibit contact-based active sensing 

behavior [147–149], especially using specialized sensory organs (e.g., antennae and 

whiskers, Figure 1-8B). For example, when encountering an obstacle, a cockroach uses its 

antennas to repeatedly touch the obstacle [145,150–152]. A stick insect does an antenna 

search and sample behavior aided by body and head rotating [153,154]. A rat actively 

whisks (i.e., moving the whiskers back and forth) against obstacles [155–157]. These 

behaviors enable the animal to locate the obstacle and extract its contours. 

Similar to animals, robots are also equipped with sensors to monitor physical 

contact with obstacles. The most common are strain gauge-based, single- or multi-axis 

force/torque sensors (e.g., from ATI, OnRobot, FUTEK) (Figure 1-8C, i). These 

commercial sensors are well-developed and robust, have high sensory frequency, and offer 

multiple choices of size, sensory range, and sensitivities. They are usually installed 

between the body and foot or end effectors like proprioceptors, which are sufficient to 

sense foot–ground interaction [158–160] that help stabilize upright running and walking 

on the ground with small unevenness (<< leg length) [88]. To enable obstacle contact 

monitoring over a large region on the surface, flexible sensory arrays [144,161–165] 

(Figure 1-8C, ii) are installed on the robot surface like exteroceptors. Although currently, 

these sensors are usually fragile and have low sensory frequency and accuracy, they 

promise to provide richer information about the physical contact that infers obstacle 
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properties. Inspired by the animals, some robotic contact-based sensory parts have also 

been developed [136,145,146,166] (Figure 1-8D). However, contact-based active sensing 

behaviors for legged locomotion are rarely reported. 

Because the potential energy landscape emerges from physical interaction between 

the locomotor and the obstacles, we propose that a robot should obtain the landscape of an 

unknown terrain by monitoring the physical contact, i.e., measuring the contact forces and 

torques. However, existing sensors do not suit this purpose. Especially, a commercial 

multi-axis sensor is usually too expensive, bulky, and fragile for a small self-propelled 

robot to frequently collide with obstacles. Force sensory arrays on robot surfaces only 

provide 1-D force sensation [144,161–165], which cannot measure 6-D forces and torques. 

Robotic antennae and whiskers always have large deformations. We lack a method to 

achieve cheap and durable 6-D force and torque sensing on a small robot. 

In biological and robotic experiments, researchers can also monitor the locomotor-

terrain physical contact externally (i.e., embedding the sensors in the terrain), such as 

sensing contact positions using touch sensors [167], and contact forces using force plates 

[52,168] or photoelastic substrate techniques [169–171] (Figure 1-9). 

 

Figure 1-9: External sensors to monitor physical contact. (A) Force plate. (B) 

Photoelastic substrate. The optical patterns produced during (i) a running trial and (ii) a 

right attempt, showing in inserts. Adapted from [168,171]. 
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1.2.6 Path planning and saddle-seeking on landscapes 

The potential energy landscape modeling has already inspired some empirical 

robotic control strategies to facilitate mode transitions and obstacle traversal [26]. However, 

such strategies are often feedforward or triggered manually and are seemingly excessive in 

ensuring enough desired motion (e.g., enough pitch angles [33,34], enough kinetic energy 

fluctuation [31,37]), which is energy-consuming. We lack an understanding of how to use 

the potential energy landscapes to guide robots to make a mode transition and traverse 

obstacles with the least effort. One approach would be to identify a least-resistance barrier-

crossing path on the potential energy landscape. As a saddle point on the landscape is the 

lowest point on the transition barrier, identifying it may also provide a rough least-

resistance path. 

Many terrestrial animals can plan paths on a geological landscape [172,173]. To do 

this, an animal obtains cognitive maps [174–176] of the environment. These maps are from 

past experience and current sensory inputs [177], allowing them to recall the locations of 

resources and obstacles [178]. Based on the cognitive map, the animal can plan paths by 

searching through and evaluating possibilities [179,180] or learn paths from trial and error 

[9,181–183]. The selected path is also affected by difficulty [184], energy consumption 

[118], predation risk [180], etc.  

 Animals’ paths are sometimes altered by the need for sensing. Specifically, some 

animals are observed to generate motion angled in the desired direction. For example, a 

cockroach “alternated turning left and right” in the wind of sex pheromone [185,186] 

(Figure 1-10A). An eastern American mole’s head oscillates in lateral directions toward 

the odorants [187] (Figure 1-10B). These trajectory changes are also observed in flying 
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insects [188–191] (Figure 1-10C). They hypothetically enhance detecting the stimuli 

directions [192–195]. 

  

Figure 1-10: Biological paths altered by the need for sensing. (A) Trajectory of a 

cockroach tracking sex pheromone in wind. (B) Trajectory of an eastern American mole’s 

head tracking odorants. (C) Trajectory of a fly tacking a plume in wind. All animals 

exhibited significant crosswind turning from anemotaxis. Adapted from [185,187,189]. 

Many artificial (compared to biological) algorithms can plan a least-resistance path 

from the start to the goal in a presumed known geological or configurational landscape 

[196]. The “effort” of a path is usually quantified by the energy cost or accumulated control 

force amplitude, represented as cost functions in these algorithms. To first find feasible 

paths, an agent can construct an artificial potential field (Figure 1-7) and follow a gradient 

descent trajectory as previously introduced. An agent can also generate probabilistic 

roadmaps (PRM) [197], an expansive space tree (EST) [198], or a rapidly exploring 

random tree (RRT) [199–202] to represent feasible trajectories between adjacent states in 

the space. And then, it can use a graph search algorithm (e.g., Dijkstra’s algorithm [203], 

A* algorithm [204]) to find an optimal trajectory. The agent can further fine-optimize the 

trajectory using algorithms such as dynamic programming or Pontryagin’s minimum 

principle [205], ant colony optimization [206], and genetic algorithms [207].  

Many artificial algorithms developed in computational chemistry can find saddle 

points on a landscape [208]. One class exhaustively explores the whole space in the initial 
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minimum basin to finally find the saddle point, such as the metadynamics method [209], 

the adaptive biasing force method [210], etc. Another class traces a curve between two 

known minima and minimizes the energy along it, such as the nudged elastic band method 

and its variants [211–213]. The last class approaches a saddle point from a minimum 

following a continuous curve, such as following Newton trajectories [214], orthogonal 

trajectories [215], gradient extremals [208,216], dimer method trajectories [217], gentlest 

ascent dynamics [218], etc. 

1.3 Model system: cockroaches and robots traversing grass-like beam obstacles 

1.3.1 Model biological organism 

The discoid cockroach (Blaberus discoidalis) (Figure 1-11) naturally dwells on the 

floor of tropical rainforests in Central America. It encounters and negotiates various 

cluttered obstacles daily, some of which are of the same or much larger than its body size 

[219]. The discoid cockroach is also a common model organism for legged locomotion 

studies. Previous studies showed that it uses a tripod running gait, which is robust against 

perturbation [25,220] and limb loss [221] to run stably on modest and cluttered terrain 

[74,75]. It uses and transitions between various locomotor modes to traverse complex 

terrain with large obstacles [8,11,33,34,36], benefiting from both neural sensory [222,223] 

and mechanical feedback [224,225] control.   
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Figure 1-11: Discoid cockroach (Blaberus discoidalis) as a model organism. The 

cockroach is in front of a set of grass-like beam obstacles. Image courtesy of Chen Li. 

1.3.2 Robophysical models 

The first robophysical model to study grass-like obstacle traversal was a legged 

robot developed from a VelociRoACH robot [64] with changeable shells added on the top 

(Figure 1-12A) running into multiple layers of grass-like beams made by flexible acrylic 

sheets [36]. The gaps between the two beams were narrower than the shell width, so the 

robot could not traverse them with avoidance. To test whether and how the roundness of 

the shell affects robot locomotion, the shell varied to three levels of roundness, from the 

most rounded ellipsoid slice to the flat oval and the least rounded flat rectangle. The results 

showed that the shell roundness affects the probability of locomotor modes. Specifically, 

shells with higher roundness are more likely to lead to a roll motion (rolling the body to 

either side and maneuvered through the gap) to traverse the obstacle field. In contrast, the 

others are more likely to lead to either a pushing (maintaining a horizontal body orientation 

and pushing against the beams) or climb (pitching body up and pushing against the beams) 

motion and being trapped.  
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Figure 1-12: Robophysical models. (A) Legged robots with (i) ellipsoid slice, (ii) flat 

oval, and (iii) Flat rectangle shells. (B) Simplest robophysical model. Adapted from 

[31,36].  

A minimalistic robophysical model (Figure 1-12B) was developed to further study 

the mechanics of locomotor mode emergence and transitions [31]. An ellipsoid-like robot 

resembling a cockroach without legs was hung via a gyroscope mechanism that allowed 

free body rotation in roll and pitch directions. The robot was propelled forward with 

unlimited force and could be oscillated in vertical directions at various frequencies with 

feedforward control. The body was constrained not to yaw or move laterally. One layer of 

beams was used. Each beam is a rigid, flat acrylic bar with torsional joints at the base that 

only allow rotation in the fore-aft direction. In this model robotic system, the robot could 

traverse the beam obstacles either in a pitch mode (pitched body up and pushed through 

the beams, similar to the climb and pushing motion in [36]) or to transition to a roll mode 

(rolled the body and maneuvered through the gap, similar to the roll motion in [36]). The 

locomotor transition emerged from physical interaction between the body and the beams, 

whose direction is from a more strenuous (pitch) to a less strenuous, more favorable (roll) 

mode. Systematic experiments using this system also show that an oscillation at a high 

frequency statistically induces this locomotor transition. 
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In Chapters 3 & 4, to measure the physical contact, we upgraded the minimalistic 

robophysical model (i.e., a hanging robot without legs traversing rigid beams) [31] to a 

new robotic system that was capable of force and torque sensing, and modeled it in 

simulation. 

1.3.3 Simplest model and potential energy landscape 

The simplest model of the cockroach or an ellipsoidal robot traversing a beam 

obstacle was proposed in a previous study [36] (Figure 1-13A). The locomotor (animal or 

robot) is simplified as a rigid ellipsoid (Figure 1-13B, C). Two adjacent beams are 

simplified as two massless rigid plates with torsional springs at their bases. They rotate due 

to physical contact with the body. The total potential energy of the system is the sum of the 

gravitational potential energy from the body and the elastic potential energy from torsional 

springs. The body was assumed to rotate freely to reach the minimal system potential 

energy in its rotational dimensions. The potential energy landscape was the potential 

energy as a function of robot fore-aft and lateral displacements (Figure 1-13D). This initial 

landscape model showed that the body orientations of the lowest potential energy resemble 

that observed from animals/robots. 
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Figure 1-13: Simplest model and potential energy landscapes. (A) Simplest model of 

the system where the animal/robot body is a rigid ellipsoid, and beams are rigid plates with 

torsional springs at the base. (B, C) Side view of the model for (B) animal and (C) robot 

showing the body rotation and beam deflection before (solid) and after (dashed) contact. 

(D) This model’s first potential energy landscape as a function of body position in the 

horizontal plane. Insets in the green, red, and black boxes and arrows show the lowest 
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potential energy orientations at three representative positions. (E, F) When (E) a cockroach 

and (F) a minimalistic, feedforward robot traverse cluttered grass-like beams with small 

gaps (< body width), they either use a strenuous pitch mode to push across (left, blue) or a 

less strenuous roll mode, where after rolling they maneuver through the gap (right, red). 

(G, H) show the latest model and potential energy landscape. (G) Schematics of animal or 

robot’s body interacting with two beams. The body was an ellipsoid (checkered). The 

beams were rigid rectangle plates (green) attached to the ground with torsional springs at 

the bottom. After coming close to the beams (i), the body interacts with beams either using 

the pitch mode (ii, iii) or transitioning to the roll mode (iii’). (H) Snapshots of the updated 

potential energy landscape over roll-pitch (α-β) space. Before physically interacting with 

the beams (i), the landscape has a global basin. During interaction (ii, iii), a pitch basin and 

left- and right-roll basins emerge on the landscape, separated by potential energy barriers 

(gray dashed curves). The start (running), pitch, or roll locomotor mode (white, blue, or 

red circles in (G)) emerges as the system is attracted to the global, pitch, or roll basin (white, 

blue, or red circle in (H)), separately. Arrows on the landscape show examples of state 

trajectory. Adapted from [26]. 

An improved potential energy landscape of the same simplest model (with small 

differences elaborated below) was proposed in a previous study [31]. The largest 

improvement is to calculate the landscape also as a function of the body roll and pitch 

rotational dimensions instead of only the intuitive translational dimensions. This 

demonstrate the self-propelled system does not always reach minimal potential energy 

orientation as assumed in [36], but is strongly attracted to it [35]. This also enabled the 

entire movement trajectory to be fully and continuously projected onto the landscape and 

enabled the landscape to intuitively explain and predict locomotor modes and transitions 

between them. Some other small improvements and changes include considering the 

beam’s gravitational potential energy to make the system potential energy more accurate, 

assuming the animal and robot to be bottom heavy so that the horizontal posture is favored, 
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and canceling the ground contact constraint for the hanging robot based on the robophysical 

model (Figure 1-13C). 

To traverse relatively stiff, cluttered beam obstacles with gaps narrower than its 

body width, the discoid cockroach or a cockroach-inspired robot often transitions from a 

strenuous pitch mode (pushing forward across beams with large body pitching) (Figure 

1-13E, F, blue), to a much easier roll mode (rolling into beam gaps and maneuvering 

through) (Figure 1-13E, F, red). The potential energy landscape is viewed in the cross-

section on body roll and pitch rotational dimensions. Before the body physically interacts 

with the beams, the landscape has a global basin at zero roll and pitch (Figure 1-13G, H, 

i). The state at the minimum corresponds to the horizontal posture (Figure 1-13G, H, 

white). During the interaction (Figure 1-13G, H, ii). a pitch basin and left- and right-roll 

basins emerge on the landscape, separated by potential energy barriers. The states in these 

basins correspond to the motion of pitch and roll modes, separately (Figure 1-13G, H, blue 

and red). When the beams are stiff, the roll mode is more favorable than the pitch mode 

because it needs to accumulate less potential energy and is, therefore, more likely to lead a 

traversal with limited self-propulsion. The pitch-to-roll mode transition requires escaping 

entrapment in a pitch basin, crossing a potential energy barrier, and reaching a roll basin. 

These basins emerge and morph as the body moves forward, changing the pitch-to-roll 

transition potential energy barrier (Figure 1-13G, H, iii, iii’).  

1.3.4 Rationale for selecting this model system 

Among all obstacle types as possible model systems [26], we chose to use 

cockroaches and robots traversing grass-like beam obstacles as the model system for 

multiple reasons. Firstly, the obstacles are deformable in this system, making it more 
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challenging for the animal and the robot to become familiar with them and modulate their 

motion. Secondly, the locomotor modes and transitions between them were well-defined 

and easily identified (compared to other systems when the projects started). Lastly, 

previous studies provided rich biological and robotic experiment results as references 

[31,36]. 

For both biological and robotic experiments, we select to use rigid beams that only 

deflect at the bottom. Because this matches the simplest model, and we already have a 

mature method to manufacture beams with controlled geometry and stiffness [31]. We 

choose a stiff beam stiffness so that transitioning to roll mode is always preferred [31]. For 

the robotic experiment, we choose the robotic model without legs (Figure 1-12B) instead 

of one with physical legs to avoid complex leg design and integration. We constrain the 

robot to yaw or move laterally or vertically to match the simplest model and simplify its 

motion.  

1.4 Project Summaries 

1.4.1 Better understanding of biological body and appendage adjustments  

In Chapter 2, we present a biological study to better understand the usefulness of a 

cockroach’s body and appendage adjustments during beam traversal. Cockroaches were 

challenged to traverse the beam obstacles. We quantified the adjustments in the head, 

abdomen, and legs. To do this, we further sectioned the cockroach model instead of using 

a rigid body in the previous potential energy landscape modeling [31,33–35]. We measured 

the adjustment metrics in the video recordings from a group of synchronized high-speed 

cameras. We refined the simplest model described in Section 1.3.3 by adding the head, 
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abdomen, and legs and refined the method to calculate the transition barriers. To test 

whether and how these motions facilitated the barrier-crossing mode transition, we 

calculated the potential energy landscape and transition barriers change according to the 

metrics. This project has been published in the Journal of Experimental Biology, entitled 

Cockroaches adjust body and appendages to traverse cluttered large obstacles, authored 

by Yaqing Wang, Ratan Othayoth, and Chen Li [226].  

1.4.2 Reconstructing potential energy landscapes in unknown terrains 

In Chapter 3, we present a robophysical study that tests if a robot can reconstruct 

the potential energy landscape by sensing obstacle contact forces and torques in an 

unknown terrain. We proposed that robots could sense accurate 6-D forces and torques to 

do so, as they may infer the conservative forces and torques as the derivative of potential 

energy by translation or rotation. We developed a minimalistic, cockroach-inspired robot 

capable of sensing contact forces and torques with obstacles. To test whether the sensed 

contact forces and torques resemble the potential energy landscape gradient, we 

systematically varied the robot’s rotational roll and pitch angles and propelled the robot 

forward to traverse beam obstacles while sensing contact forces and torques. We compared 

the results with the landscape gradient from the theoretical model. To test if the robot could 

obtain the potential energy landscape based on force and torque sensing, we reconstructed 

the landscape from the sensory data and compared it with the theoretical model. This 

project explored the feasibility of introducing potential energy landscape modeling to 

unknown terrains. This project was posted on arXiv entitled Sensing environmental 

interaction physics to traverse cluttered obstacles, authored by Yaqing Wang, Ling Xu, 

and Chen Li [227]. 
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1.4.3 Seeking a minimum-effort path for obstacle traversal 

In Chapter 4, we present a potential energy landscape-based bio-inspired strategy 

to control a robot to traverse obstacles with the least effort that we tested it on a simulated 

robot traversing beam obstacles. We proposed that following a gradient minimal path (i.e., 

the gradient extremal path [208,216] following the smallest gradient) on the potential 

energy landscape leads to least-resistance mode transition and obstacle traversal, because 

the landscape gradient on a gradient minimal path is locally minimal, indicating that the 

terrain resistive force is roughly minimal (yet still affected by hard-to-model frictions and 

other effects). We proposed that the robot should sense the obstacle contact forces and 

torques and follow the direction of the gradient minimal path in real-time. To test the 

performance of this strategy, we built a simulation of the robot traversing beam obstacles 

system and verified its realism by comparing it with the robotic experiment results from 

previous studies. We simulated the robot to try to traverse the beam obstacle using the new 

strategy. We quantified the strategy’s performance using the traversal time and accuracy 

of crossing the transition barrier at the saddle point. We also systematically varied key 

parameters in the strategy to test whether and how they modulate the performance. This 

project was the first attempt to use the potential energy landscape modeling to guide a robot 

to do precise control and make locomotor transitions.  
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Chapter 2 Cockroaches adjust body and appendages to traverse 

cluttered large obstacles 

This chapter was previously published as an article entitled Cockroaches adjust 

body and appendages to traverse cluttered large obstacles, authored by Yaqing Wang, 

Ratan Othayoth, and Chen Li, in Journal of Experimental Biology [226]. We re-used the 

article in this chapter with slight changes of the format under CC BY 4.0 and with 

permission from all authors. 

2.1 Author contributions 

Yaqing Wang, Ratan Othayoth, and Chen Li designed research; Yaqing Wang 

performed research; Yaqing Wang and Ratan Othayoth developed algorithms; Yaqing 

Wang analyzed data; and Yaqing Wang, Ratan Othayoth, and Chen Li wrote the article. 
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2.3 Summary 

To traverse complex terrain, animals often transition between locomotor modes. It 

is well-known that locomotor transitions can occur by switching neural control patterns or 

to minimize metabolic energetic cost. Recent work discovered that locomotor transitions 

in terrain cluttered with large obstacles can emerge from physical interaction with the 

terrain controlled by the nervous system. For example, to traverse cluttered, stiff grass-like 

beams, the discoid cockroach often transitions from a strenuous pitch mode pushing across 

to a less strenuous roll mode rolling into and through the gaps. This transition can save 

mechanical energetic cost substantially (~100-101 mJ) but requires overcoming a potential 

energy barrier (~10−3-10−2 mJ). Previous robotic physical modeling demonstrated that 

kinetic energy fluctuation of body oscillation from self-propulsion helped overcome the 

barrier and facilitate this transition. However, the animal transitioned even when the barrier 

still exceeded kinetic energy fluctuation. Here, we studied whether and how the cockroach 

makes adjustments to further facilitate this transition to traverse beams. During the 

transition, the animal repeatedly flexed its head and abdomen, reduced hind leg sprawl, 

and depressed one hind leg and elevated the other, which were absent when running on a 

flat ground. Using a refined potential energy landscape with additional degrees of freedom 

to model these adjustments, we found that head flexion did not substantially reduce the 

transition barrier (by ~10−3 mJ), whereas leg sprawl reduction did so dramatically (by ~10−2 

mJ). We speculate that head flexion helped sense the terrain to guide the transition via 

sensory feedback control. 
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2.4 Introduction 

Animal locomotion emerges from direct physical interaction with the terrain 

controlled by the nervous system via both feedforward preflexes facilitated by morphology 

and feedback control modulated by sensing [4]. To move across complex terrains, animals 

often use and transition between multiple modes of locomotion [1,4,6,7,36]. Most 

terrestrial locomotion studies focused on how animals use neuromechanical control to 

generate or stabilize near-steady-state, single-mode locomotion (e.g., walking, running 

[21,22]). Previous work explored how gait transitions result from changes in the rhythmic 

output of central pattern generators [83], sensed information of the terrain [115,116], or the 

need to minimize metabolic energy cost over large spatiotemporal scales [117,118].  

Recent research in our lab has begun to offer insight into how locomotor transitions 

can emerge from animals’ direct physical interaction with the terrain [11,31,33–

39,228,229]. In particular, these studies have established a potential energy landscape 

approach to understanding stochastic yet stereotyped animal locomotor transitions in 

complex 3-D terrain with many large obstacles [26,31]. In such terrain, physical interaction 

of the animal with the terrain results in a potential energy landscape with distinct basins. 

Because the animal’s self-propulsion breaks continuous frictional terrain contact, the 

system is statically unstable and drifts down the potential energy basin. This attraction 

towards distinct landscape basins results in the system having stereotyped locomotor 

modes. Thus, transitions between locomotor modes can be generated by taking actions to 

destabilize the system across potential energy barriers separating landscape basins. The 

barrier height measures the difficulty of making a transition. Most of these studies focused 

on how locomotor transitions can be induced by feedforward self-propulsive mechanisms 
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[31,33–35,37–39,228]. Not surprisingly, some of them also found evidence that animals 

can make adjustments (presumably using sensory feedback control) to aid locomotor 

transitions [31,33–35].  

Here, we take the next step in quantifying and understanding how animals use 

adjustments to better make locomotor transitions in complex 3-D terrain. Our study was 

motivated by and built upon a recent study of the discoid cockroach (Blaberus discoidalis) 

traversing a layer of cluttered grass-like beam obstacles [31]. When encountering stiff 

beams, the animal often first pushes against the beams resulting in the body pitching up 

(the pitch mode, Figure 2-1, thick blue arrow), but then it often rolls its body into a gap 

between beams (the roll mode, Figure 2-1, red arrow) to traverse and rarely pushed down 

the beams to traverse (Figure 2-1, thin blue arrow). The animal may also be deflected 

sideways when exploring in front of the beams (the deflect mode, Figure 2-1, purple 

dashed curve) [36]. Potential energy landscape modeling revealed that the pitch and roll 

modes emerge as the system is attracted to distinct pitch and roll basins of the potential 

energy landscape, respectively. Both the pitch and roll modes are more strenuous than 

running on a flat ground (with a minimal mechanical energetic cost of 7.9 and 0.2 mJ, 

respectively, for the stiff beams tested in this study, Section 2.8.1; these are 130 × and 3 × 

that needed per stride during medium-speed running at 5 body lengths s−1 [230], 

respectively). Transition from the pitch to the roll mode can substantially reduce 

mechanical energic cost (by ~100-101 mJ), but it requires overcoming a potential energy 

barrier between the pitch and roll basins (~10−3-10−2 mJ, Section 2.8.1). Systematic 

experiments using a feedforward-controlled robot demonstrated that kinetic energy 

fluctuation from body oscillations resulting from self-propulsion can induce transitions 
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from the pitch to the roll mode (Figure 2-1, orange arrow), when it exceeds the potential 

energy barrier. However, despite qualitatively similar overall findings, the animal’s pitch-

to-roll transition happens even when its body kinetic energy fluctuation is insufficient to 

overcome the barrier. This means that the animal must also be making adjustments to 

facilitate the transition. 

 

Figure 2-1: Stereotyped pitch and roll modes and pitch-to-roll transition during 

cluttered grass-like beam traversal of discoid cockroaches. A possible deflect mode is 

also shown (see Section 2.5.11). Adapted from [31]. 

To achieve our goal, we challenged the discoid cockroach to traverse a layer of stiff 

beams and used high-speed imaging to measure detailed body and appendage kinematics 

during pitch-to-roll transition. We discovered that the animal makes several adjustments: 

(1) Head flexion: the animal repeatedly flexed its head while interacting with the beams. 

(2) Abdomen flexion: the animal flexed its abdomen while interacting with the beams and 

after the animal rolled into the beam gap. (3) Leg sprawl: the animal spread both its hind 

legs further outward when pitching against the beams, but it tucked one hind leg inward 

when rolling into the beam gap. (4) Differential leg use: the animal depressed one hind leg 
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(moved the foot further away from the thorax) and elevated the other (moved the foot closer 

to the thorax) when rolling into the beam gap. 

We hypothesized that the animal’s head flexion and leg sprawl adjustment facilitate 

pitch-to-roll transition. Specifically: When the animal is pitched up against the beams, (1) 

head flexion and (2) tucking in the legs reduces the pitch-to-roll transition barrier and 

facilitates rolling into the gap. (3) After the animal body has rolled into the gap, head 

flexion helps it stay in the gap. 

To test hypotheses (1) and (2), we used potential energy landscape modeling to 

analyze whether and how much the observed use of head flexion and leg tucking in changed 

the potential energy barrier that must be overcome to transition from the pitch to roll mode 

(which measures the difficulty of the transition). We found that leg tucking in reduced the 

pitch-to-roll transition barrier, supporting hypothesis (2), but head flexion did not, rejecting 

hypothesis (1). To test hypotheses (3), we analyzed whether and how much the observed 

head flexion changed the potential energy barrier that prevented the animal from 

transitioning from the rolled body being within the gap between the beams to being out of 

the gap and deflecting sideways. We found that head flexion did not substantially increase 

the roll-to-deflect barrier, rejecting hypothesis (3). Finally, we discuss the likely functions 

of the observed body and appendage adjustments and suggest future directions. 

2.5 Methods 

We first performed animal experiments and obtained kinematics data (Section 

2.5.1-2.5.8). Then, we constructed the potential energy landscape of the system along the 

observed average trajectory and analyzed cross-sections of the landscape relevant to the 

animal’s body pitch and roll. We identified local minimum basins corresponding to the 
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pitch and roll modes in the pitch-roll cross section. Next, we identified saddle points 

between the pitch and roll basins, and quantified the potential energy barrier (Section 2.5.9-

2.5.11). Finally, we varied head flexion and total sprawl of the two hind legs and assessed 

how the barrier changed compared to that using the constant average values to test 

hypotheses (1) and (2) about the functions of head and leg adjustments during the pitch-to-

roll transition (Section 2.5.12, 2.5.13). We also performed these analyses on a yaw cross 

section of the landscape (Section 2.5.11) to test the hypothesis (3) about the function of 

head adjustment to keep the animal within the beam gap (Section 2.5.12). 

2.5.1 Animals 

We used three adult male Blaberus discoidalis cockroaches (Joe’s BUGz LLC, 

Atlanta, GA, USA). Before the experiments, each animal was kept in a plastic container in 

a room with a controlled temperature of 22°C, moisture of 70%, and lighting on a 12h:12h 

light-dark cycle. Dry dog food (Purina Beneful, Largo, FL, USA) and water jelly made 

from water and polymer crystal (Tasty Worms Nutrition Inc., USA) were provided ad 

libitum. The animals weighed 2.7  0.6 g (with marker items) and measured 5.3  0.3 cm 

in length, 2.3  0.1 cm in width, and 0.73  0.08 cm in thickness. All data reported are 

means  1 s.d. 

2.5.2 Obstacle track 

For controlled, repeatable experiments, we constructed a testbed (Figure 2-2A) 

similar to that in the previous study [31], with a layer of beam obstacles that consisted of 

seven beams. Each beam was 10 mm wide, 100 mm tall, and 0.8 mm thick. The lateral 

distance between two adjacent beams was 10 mm, and the lateral distance between the 
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left/right-most beams and the walls was 5 mm. We used the same method to construct beam 

obstacles and characterize their stiffness as described in the previous study [31]. The beams 

can only deflect about a hinge just above the ground. The beam torsional stiffness was 

K = 2.5  0.4 mN·m·rad−1 (mean  s.d. of 7 loading cycles), which was between the two 

most stiff beams in the previous study. We chose this high stiffness to induce a high pitch-

to-roll transition probability [31] to increase experimental yield. 

2.5.3 Imaging setup 

Eight synchronized high-speed cameras (N5A-100, Adimec, Netherlands) recorded 

the experiment from different views: one from top view, two from the side view, one from 

the top-down oblique view, and four from isometric views (Figure 2-2A). All the cameras 

recorded at a frame rate of 100 Hz, a shutter time of 50 µs, and a resolution of 2592 × 2048 

pixels. Even with eight cameras, we had to carefully tune camera positioning and 

orientation to achieve reliable tracking of the animal and beams (Section 2.5.5), because 

the animal had large 3-D body rotations (max absolute yaw = 100°, max absolute pitch = 

62°, max absolute roll = 98°, defined in Section 2.5.6) and markers were frequently 

occluded by the beams. Four halogen work lights (Coleman Cable, Waukegan, IL, USA) 

provided lighting from the top and side. During experiments, the ambient temperature 

around the arena was around 36°C. To prevent the cockroaches from overheating, we 

turned off the work lights between trials. 
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Figure 2-2: Experimental setup and cockroach schematic diagrams. (A) Schematic of 

beam obstacle track and multi-camera imaging system. (B) Marker placement on animal 

and definition of body (thorax) frame. Magenta: head marker. Yellow: thorax marker. 

Cyan: abdomen markers. Orange: leg markers. (C) Definition of thorax, head, and 

abdomen frames. Coordinate XTYTZT: body (thorax) frame. Coordinate XHYHZH: head 

frame. Coordinate XAYAZA: abdomen frame. (D) Definition of leg sprawl and leg height. 

Light-colored plane: body coronal plane. LL: Left leg marker. LR: Right leg marker. L’L, R: 

Projections of leg markers on body coronal plane. L left leg sprawl angle. R right leg 

sprawl angle. T total leg sprawl angle. hL: left leg height. hR: right leg height. A negative 

leg height means leg marker is below the thorax coronal plane, and a positive leg height 

means leg marker is above. 
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2.5.4 Experiment protocol 

During each trial, we first placed the animal at the start of the track, covered it with 

a piece of cardboard, and let it settle down. We recorded the ambient temperature around 

the obstacle field and reset the beams upright. Then we started camera recording, lifted the 

cardboard to expose the animal to bright light, and prodded its abdomen with a tape-

wrapped straw to induce running through the funnel towards the beams. After the animal 

traversed the beams, it entered a shelter of egg cartons (not shown in Figure 2-2A) at the 

other end of the track. Then, camera recording was stopped, and videos were saved. The 

animal was allowed at least 3 minutes to rest after each trial. For each animal, we recorded 

18-19 trials. 

For each animal, we rejected the trials in which at least one of the following 

situations occurred: (1) The animal used at least one locomotor mode [36] other than the 

pitch and roll modes [31] to traverse the beams. (2) The animal touched the arena wall in 

the roll phase (defined in Section 2.5.7). (3) At least one marker (BEEtags, white-outs, or 

beads) fell off. From the remaining trials, we selected the 12 trials with the shortest 

traversal time for each animal, with a total of 36 trials (N = 3, n = 36). This sample 

downsizing was done due to the significant time cost of digitizing (next section). 

2.5.5 Tracking and 3-D reconstruction 

To overcome the challenge in tracking from large 3-D body rotation and frequent 

occlusions, we used several types of markers (Figure 2-2B). (1) We glued the animal’s 

wings into a natural folded shape using hot glue and exposed the abdomen by trimming the 

posterior half of the wings. Then we used hot glue to attach a BEEtag [231] to the anterior 
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half of the fixed wings covering the thorax as the thorax marker (Figure 2-2B, yellow). (2) 

We used hot glue to attach a BEEtag onto the animals’ pronotum as the head marker 

(Figure 2-2B, magenta). (3) We used white-out to paint point markers on the dorsal surface 

of the abdomen as abdomen markers (Figure 2-2B, cyan). We did not use BEEtags to track 

the abdomen, because they often fell off when the animal interacted with the beams with 

large abdomen flexion. (4) We used ultraviolet curing glue (Bondic, Aurora, Ontario, 

Canada) to attach two small, lightweight (12 mg each, 0.4% body weight, 15% hind leg 

weight [230]) aluminum beads (McMaster-Carr, Elmhurst, IL, USA) to each hind leg at 

two locations close to the femoral-tibial and tibia-tarsal joints as leg markers (Figure 2-2B, 

orange). (5) We attached BEEtags [231] to the top and the bottom of each beam’s frontal 

side as beam markers (Figure 2-2A). The added mass from the BEEtags (1 mg, 0.03% 

body mass) was comparable to or less than that of backpacks used in previous studies of 

dynamic locomotion of discoid cockroaches (e.g., 0.8× body mass [75], 1.1× body mass 

[35], 5.2× body mass [220]. We attached all BEEtags and beads under room temperature 

without cold anesthetizing the animal, because both the hot glue and ultraviolet curing glue 

used could solidify within a few seconds. We verified that these additional modifications 

did not significantly affect the animal’s traversal performance and behavior compared to 

our previous study [31] where only one BEEtag was attached to the wings (Section 2.6.1). 

Then, we tracked the markers on the animal and beams in each recorded video from 

all eight cameras. We tracked all the BEEtag markers automatically using a customed 

MATLAB code modified from the BEEtag master code [231]. To track the abdomen and 

leg markers efficiently, we used DeepLabCut [232]. For each camera view, we first 

manually digitized these markers in 10 trials, with 100 video frames from each camera 
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view, and used these data as a training sample to train the neural network. After training, 

DeepLabCut tracked the markers in these videos. We then visually examined the sample 

tracking results, manually fixed obvious tracking errors, and re-trained the training sample. 

After several cycles of manual corrections and reinforcement learning, DeepLabCut could 

automatically track markers in all videos with high accuracy. We visually checked the 

tracking result carefully and manually corrected the remaining tracking errors. Using this 

tracking method, we achieved a high maker tracking performance: the head, thorax, 

abdomen, and leg markers were all tracked in 100% of all the frames of all trials. We 

emphasize that, even with 8 cameras covering a large angular range and using DeepLabCut, 

tracking detailed kinematics in such a densely cluttered terrain is a very laborious and time-

consuming process, due to the large body rotation in 3-D and frequent occlusions of 

markers. In total, it took an experienced experimenter 20 hours of manual digitizing, 72 

hours of automatic tracking, followed by another 150 hours of manual correction, to track 

36 trials averaging 280 frames each with 8 camera views. 

Finally, we reconstructed 3-D kinematics of all tracked markers using the direct 

linear transformation method and DLTdv digitizing tool [233]. To facilitate 3-D 

calibration, we built a calibration object with 60 BEEtag markers using Lego bricks (The 

Lego Group, Denmark). 

2.5.6 Kinematics and kinetic energy fluctuation analyses 

With the 3-D reconstruction of tracked markers, we quantified the motion of the 

animal’s head, thorax, abdomen, and two hind legs. For simplicity, we laterally mirrored 

kinematic data of the trials in which the animal rolled to the left (negative body roll) to 
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become rolling to the right (positive body roll) to simplify the analysis, considering lateral 

symmetry. 

We first approximated the thorax frame (which is the body frame in [31]) and head 

frame using the BEEtags on them. To do this, we projected a model of the animal (Section  

2.5.9) to a set of eight synchronized camera views and adjusted its pose to visually match 

it to the animal figure in the video. We checked this matching between the model and the 

animal figure in at least five other frames in the videos. Then we defined the animal’s 

thorax frame (XTYTZT) and head frame (XHYHZH) as the model’s thorax frame and head 

frame, respectively, and used homogeneous transformation between the tags and the 

models to represent the spatial relationship between the tags and the animal’s thorax and 

head. For the abdomen frame (XAYAZA), we defined the origin (OA) as the foot of the 

perpendicular from the top marker (AT) to the segment of left (AL) and right markers (AR), 

defined the x-axis as the direction from the origin (OA) pointing at the top marker (AT), 

defined the y-axis as the direction from the origin (OA) pointing at the left marker (AL) 

(Figure 2-2C). Thus, we obtained the head, thorax, and abdomen frames, each with 3-D 

position (x, y, z) and orientation (yaw , pitch , roll , Z−Y’−X” Tait-Bryan convention) 

(Figure 2-2C). Note that a negative pitch angle means the body is pitched up. 

We then calculated the following kinematic variables as a function of time in each 

trial. (1) Head flexion h: the pitch of the head frame in the thorax frame. (2) Abdomen 

flexion a: the additive inverse of the pitch of the abdomen frame in the thorax frame. The 

additive inverse (positive becoming negative, and negative becoming positive) was used 

so that a is positive when the animal flexes the abdomen down. (3) Leg sprawl L, R, T: the 

angles from the vector from the thorax frame origin (OB) to the leg markers’ projection into 
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the body coronal plane (L’L, L’R) to the x direction of thorax frame is defined as left and 

right leg sprawl angle (L   R), respectively. Total leg sprawl T is the sum of the two 

(Figure 2-2D). (4) Leg height difference h: The leg height of the right hind leg (hR) minus 

the leg height of the left hind leg (hL) (after mirrored). Hind leg height was defined as the 

distance of the leg marker from the thorax coronal plane (Figure 2-2D). A negative leg 

height means that the leg marker is below the thorax coronal plane, and a positive leg height 

means that it is above. All the Equations are summarized below.  

The rotation matrix of the thorax (RT), head (RH), and abdomen (RA) frames in the 

world frame: 

𝑅 = [

𝑐𝛼𝑐𝛽 c𝛼sβs𝛾 − s𝛼c𝛾 𝑐𝛼𝑠𝛽𝑐𝛾 + 𝑠𝛼𝑠𝛾
𝑐𝛼𝑠𝛽 c𝛼sβs𝛾 + s𝛼c𝛾 𝑐𝛼𝑠𝛽𝑐𝛾 − 𝑠𝛼𝑠𝛾
−𝑠𝛽 𝑐𝛽𝑠𝛾 𝑐𝛽𝑐𝛾

] , (2-1) 

where s   and c   are abbreviations for sine and cosine terms, respectively, and , , 

and  are the Euler angles (yaw, pitch, and roll).  

The rotation matrix of head and abdomen frames in the thorax frame: 

𝑅TH = 𝑅T
T𝑅H, (2-2) 

𝑅TA = 𝑅T
T𝑅A. (2-3) 

The head flexion and abdomen flexion: 

βh = β(𝑅TH), (2-4) 

βa = −β(𝑅TA), (2-5) 

where (·) means to obtain the pitch of a rotational matrix: 

β(𝑅) = atan2(√𝑟31
2 + 𝑟32

2  , 𝑟33), 
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where rij is the ith row, the jth column element in the matrix R. 

Leg sprawl: 

ϕL = sign[𝑦T(OTL’L⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)] ∙ cos−1[(OTL’L⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑥T
−⃗⃗ ⃗⃗  ) / || OTL’L⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ||] , (2-6) 

ϕR = −sign[𝑦T(OTL’R⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)] ∙ cos−1[(OTL’R⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑥T
−⃗⃗ ⃗⃗  ) / || OTL’R⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ||] , (2-7) 

ϕT = ϕL + ϕR, (2-8) 

where yT(·) means to obtain y element of a vector in the frame (XTYTZT), 𝑥T
− means the unit 

vector along xT negative direction. 

Leg height difference: 

Δℎ = ℎR − ℎL. (2-9) 

To obtain average kinetic energy fluctuation, we first calculated the time average 

of the animal’s kinetic energy due to translational and rotational velocity components other 

than the forward velocity [31] in the explore + pitch and roll phases for each trial, then 

averaged the means of all trials. Kinetic energy fluctuation EK was calculated as: 

∆𝐸K =
1

2
(𝑚𝑣𝑦

2 +𝑚𝑣𝑧
2 + 𝐼𝑥𝑥ω𝑥

2 + 𝐼𝑦𝑦ω𝑦
2 + 𝐼𝑧𝑧ω𝑧

2) = 𝐸K −
1

2
𝑚𝑣𝑥

2, 

where m, Ixx, Iyy, Izz are mass and moment of inertia along x, y, and z axes, vx, vy, vz, x, 

y, z are the translational and rotational velocities along the x, y, and z axes, and EK is the 

animal’s total kinetic energy. 

During experiments, the animal’s hind legs moved at 0.17  0.05 m·s−1 (temporal 

average across all trials), resulting in an estimated kinetic energy of 0.005  0.003 mJ from 

both hind legs. We neglected this contribution because it was much smaller than the 

potential energy barrier reduction from leg flexion (0.06 mJ, Section 2.6.9). 
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2.5.7 Definition of traversal phases 

To compare the animal’s motion in different stages of the traversal, we divided each 

trial into five distinct phases: 

(1) Approach: From when the animal ran into the camera view to when it collided with the 

beams.  

(2) Explore + pitch: From when the animal collided with the beams to when it started the 

final, successful roll attempt. Because the animal sometimes attempted to roll its body 

more than once, here we separated this phase and the next phase with the start of the 

last, successful attempt. The start of an attempt was defined as the instance when the 

animal’s body roll changed sign from negative to positive (after mirrored, Section 

2.5.6). 

(3) Roll: From when the animal started the final, successful body roll attempt to when body 

roll was maximal. 

(4) Land: From when body roll was maximal to when the animal landed with all its six 

legs had touched the ground again. 

(5) Depart: From when the animal landed with all its six legs touching the ground to when 

it exited the camera views. 

Note that the pitch + explore and roll phases here are not the same as the pitch and 

roll modes in our previous study [31]; instead, these two phases and the subsequent land 

phase are consecutive stages of the overall process of the animal transitioning from the 

pitch to the roll mode. The approach and depart phases correspond with the animal running 

on flat ground.  
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Our goal was to quantify and understand what adjustments the animal made to 

facilitate the pitch-to-roll transition. To achieve this, we focused on analyzing whether 

there were significant changes in kinematics in the explore + pitch and roll phases, 

compared with the approach and depart phases. We did not focus on analyzing the complex 

kinematics in the land phase because the pitch-to-roll transition was completed by then. 

2.5.8 Statistics 

To compare across traversal phases, for each trial, we averaged most kinematic 

variables (body roll , body pitch , total leg sprawl , and leg height difference h) over 

time in each phase. For head flexion h and abdomen flexion a, for each trial, we instead 

calculated their standard deviation in each phase. This was because the animal often 

repeatedly flexed its head and abdomen (Section 2.6.4, 2.6.5), and the head and abdomen 

flexion angles each often nearly cancelled itself out when being averaged over time. On 

the other hand, their standard deviation better reflected the animal’s repeated head and 

abdomen flexion amplitudes. 

Then, we pooled the averages of most kinematic variables and standard deviations 

of head flexion and abdomen flexion from all trials. Using these data, for each pair of 

phases, we performed a mixed-effects ANOVA, with the phase as a fixed factor and the 

individual as a random factor to account for individual variability, to determine if there was 

a significant difference between phases. These data are reported as mean  s.d. across trials 

(Section 2.6.3-2.6.6). 

To check whether the animal’s overall performance and behavior in this study were 

similar to those in our previous study [31], we performed a fixed-effects ANOVA, with 
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whether the data were from this study or previous study as the factor, and traversal time 

and maximal body roll as the variables (Section 2.6.1). 

Because the duration of each phase in each trial varied substantially, plotting 

kinematics of all the trials as a function of time results in substantial overlap of data of 

different phases and obscures the trends of kinematics during each phase. To better 

visualize how body, head, abdomen, and leg kinematics change during each phase (Figure 

2-6B, D, Figure 2-7B, Figure 2-8B, Figure 2-9B, D), for each trial, we offset the time of 

each phase to zero at its beginning and then normalized it to the duration of the phase to be 

percentage of each phase. In this way, we aligned the beginning and end of each phase 

across all the trials. This time normalization allowed clear visualization of the trends of the 

kinematics and did not affect the results of any other analysis. 

All analyses except for statistical tests were performed using MATLAB 

(MathWorks, Inc., MA, USA). All statistical tests were performed using JMP 16 (SAS 

Institute Inc., NC, USA). 

2.5.9 Potential energy landscape model definition  

In the previous study, to generate the potential energy landscape, the animal body 

was modeled as a single rigid ellipsoid [31]. Here, to further study how the adjustments 

facilitated the beam traversal, we refined the animal body model to consist of a head, a 

thorax, and an abdomen (Figure 2-3A). Antennas, front and middle legs, and other body 

parts were neglected (totaling 7% body weight). The hind legs were neglected (6% body 

weight) when studying the usefulness of head flexion (Section 2.5.12), considering that 

they are not in contact with beams when the pitch-to-roll transition happened. The hind 

legs were added when studying the use of leg adjustments (Section 2.5.13). The thorax was 
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modeled as a half ellipsoid (Figure 2-3A, orange, length: 19.9 mm, width: 27.6 mm, 

thickness: 6.4 mm). The head was modeled as a massless ellipsoid-like rigid body (Figure 

2-3A, red, length: 9.1 mm, width:14.4 mm, thickness: 6.0 mm). The abdomen was modeled 

as half of an ellipsoid (Figure 2-3A, yellow, length: 30.5 mm, width: 20.6 mm, thickness: 

6.5 mm). All the dimensions above were the averages of the measured animal dimensions. 

When added, the hind legs were modeled as rigid rods with one side fixed to the thorax 

center (Figure 2-3A, blue and red lines with circle for left and right legs, respectively), 

because we only tracked the tibia-tarsal joint of the legs. The length of each leg was 27 mm 

(the average maximal leg length was 27  2 mm in the explore + pitch and roll phases over 

all trials). For simplicity, we assumed that the head and abdomen could each only flex 

about a lateral axis fixed to the thorax (i.e., only the pitch degree of freedom was allowed). 

We set the body center of mass at the middle of the rotation axes between the thorax and 

the abdomen, which is a reasonable approximation [230]. We intentionally designed 

overlapping between the thorax and the head or abdomen (Figure 2-3A, Figure 2-11A) to 

reduce unrealistic concavity between these segments.  
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Figure 2-3: System modeling for potential energy landscape approach. (A) Model of 

animal and beams and definition of variables. (B) Schematic examples to choose between 

multiple possibilities of beam deflection. Hind legs (blue and red segments originating 

from the center of mass (CoM) in (A), red segments in (B), viii, ix) are neglected for 

analyses on head flexion (Section 2.5.12, Figure 2-11A) and are only included in analyses 

on leg adjustments (Section 2.5.13, Figure 2-11B). 

The beams were modeled as rigid rectangular plates attached to the ground with 

Hookean torsional joints at the bottom. Their orientations without animal interaction were 

set vertically (Figure 2-3A, green with solid contour). In the previous study, the beams 

were only allowed to deflect forward, and the largest possible deflection angle was always 

selected [31]. This resulted in overestimated beam deflection. In particular, when the 

cockroach had already traversed the beams using roll mode, the estimated beam deflections 

were still calculated as if the beams blocked in front of the cockroach when the animal used 

a pitch mode. Here, to refine the model, we allowed the beams to deflect either forward or 

backward during the interaction, and we determined each beam’s deflection ( ) as 
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the angle with minimal absolute value at which the beam did not overlap with any part of 

the animal. This revised protocol ensured that, when the cockroach is sufficiently far away 

from the beam, either not having entered the beam area or having already traversed, beam 

deflection is zero; when the animal is interacting but has not traversed the beams, the beams 

deflect forward; when the animal has traversed the beams, the beams deflect backward. 

Note that this revised protocol does not affect the transition barrier analysis, because the 

pitch-to-roll transition happened when the animal body was only beginning to enter the gap 

(average body x = −13.6  4.4 mm when the pitch-to-roll transition happened over all 

trials); in that case, both protocols gave the same result. 

Below we give an example of how to determine beam deflection (Figure 2-3B). 

When hind legs are neglected, we first identified seven possible deflection angles, i.e., 0° 

deflection (Figure 2-3B, i), deflections where the beam is tangential to the head in the front 

or back (Figure 2-3B, ii, iii), to the thorax in the front or back (Figure 2-3B, iv, v), or to 

the abdomen in the front or back (Figure 2-3B, vi, vii). Sometimes, there are no deflections 

where the beam is tangential to any body part; in that case, the two possible deflection 

angles where the beam is tangential to this part are set to be 0°. Then, we rejected the beam 

deflections where the beam overlaps with any body part (Figure 2-3B, i, iii, iv, v, vi), and 

finally selected the deflection angle with minimal absolute value (Figure 2-3B, ii is 

selected, Figure 2-3B, vii is rejected). When hind legs were added for analyzing the 

function of leg adjustments (Section 2.5.13, Figure 2-11B), compared with that neglecting 

hind legs, two additional possible deflection angles were identified for each hind leg, i.e., 

deflections where the beam contacts the leg in the front or back (Figure 2-3B, viii, ix, with 

only the right leg shown for simplicity). The remaining procedure was the same as that 
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neglecting hind legs. Beam deflection calculated from this method better matched 

experimental measurements than in the previous study [31], reducing the error from 15°  

32° to −1°  13° (P  0.001, repeated-measures ANOVA). 

The potential energy of the system Ep is the sum of animal and beam gravitational 

potential energy and beam elastic energy: 

𝐸p = 𝑚c𝑔𝑧 + 𝑚b𝑔
𝐿

2
(cos Δθ1 + cos Δθ2) +

1

2
𝐾(Δ𝜃1

2 + Δθ2
2), (2-10) 

where mc is the animal mass, g is gravitational acceleration, z is the height of body center 

of mass from the ground, mb is the beam mass, L is the beam length, K is the beam torsional 

stiffness, and  and  are beam deflection from vertical. Given the constraints above, 

it was fully determined by the animal’s position, orientation, and head and abdomen flexion 

and did not depend on the trajectory (i.e., determined by configuration with no history 

dependence). This is crucial for applying the potential energy landscape approach, because 

it simplifies the problem to be within a finite number of dimensions and further makes the 

variation of variables practical. 

2.5.10 Potential energy landscape generation 

We generated the potential energy landscape similarly to the previous study [31]. 

The model system has eight degrees of freedom, including the animal position (forward x, 

lateral y, vertical z) and orientation (yaw , pitch , roll ) of thorax and head (h) and 

abdomen (a) flexion. So, the potential energy of the system should be a function of these 

eight independent variables: 

𝐸𝑝 = 𝐸𝑝(𝑥, 𝑦, 𝑧, 𝛼, 𝛽, 𝛾, 𝛽ℎ, 𝛽𝑎), (2-11) 
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We calculated the potential energy landscape over the 8-D space by varying these 

eight variables, their ranges, and increments are listed in Table 2-1. We did not vary the 

abdomen flexion a for two reasons. First, the head and leg adjustments likely facilitated 

transition to the roll mode, whereas the abdomen which interacted with the beams after the 

body had already rolled into the gap and likely contributed less to this transition. Second, 

adding one more dimension to our potential energy landscape calculations was 

computationally costly. The first seven dimensions that we varied systematically already 

took three weeks of computation on a 32-core 2.93 GHz workstation. It would take ~20 

times more (~a year) if we varied abdomen flexion like head flexion. To simplify landscape 

analysis, we focused on two cross sections of the entire 8-D landscape by collapsing less 

relevant dimensions. We first collapsed the landscape along the z dimension. For each 

combination of the other seven variables, potential energy is a function of z. We varied z 

from zmin (when the body touched the ground) to zmin + 15 mm and chose the z value for 

which potential energy is minimal, assuming that the unstable (due to self-propulsion) 

system was attracted to the local minimum. This method was different from that used in 

the previous study [31], where the animal’s lowest point was constrained to always touch 

the ground (i.e., ground contract constraint). The body z obtained from this refined method 

better matched observations: with the ground contact constraint, to reach the average 

measured z when the animal interacted with the beams (x = −9 to −3 mm, Figure 2-12B) 

would require the animal to pitch up by an average of 20°, much greater than the 

observation ( 10°, Figure 2-12D) which was only possible without the ground contact 

constraint. 
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Next, we collapsed the landscape along other less relevant dimensions by analyzing 

landscape cross sections that follow the average animal trajectory. To extract an average 

animal trajectory as a function of forward position x, we first discretized x within [−26, 33] 

mm into 296 bins, each spanning 0.2 mm. We checked whether the animal passed any of 

these x bins between each two adjacent time steps in each trial. For each bin where this 

occurred, we determined the values of kinematic variables other than x using linear 

interpolation over x and recorded them under this bin. Finally, we averaged these recorded 

variables for each x bin, the evolution of which over x gave the average animal trajectory 

(Figure 2-12). For the pitch-roll cross section analysis, we always kept body y and yaw 

 to follow the average trajectory. For the yaw cross section analysis below, we always 

kept body y, body pitch  and roll  to follow the average trajectory. For both analyses, we 

constrained the abdomen pitch a fixed at 7° (temporal average of abdomen flexion was a 

= 7°  4° in the approach phase over all trials). Head flexion h was a variable in Section 

2.5.12 and was set to follow the average trajectory in Section 2.5.13. See Table 2-1 for a 

summary of the ranges and increment of parameter variation and dimension collapsing 

protocol. 

To study how the head and leg adjustments affected pitch-to-roll transition (Section 

2.5.12, 2.5.13), we extracted a pitch-roll cross section of the landscape, where potential 

energy is a function of body pitch  and roll . In addition, to study if the head flexion 

helped the animal stay within the gap after the animal rolled (Section 2.5.12), we extracted 

a body yaw cross section of the landscape, where potential energy is a function of body 

yaw . 
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2.5.11 Quantifying difficulty of transition using potential energy barrier 

To transition from one mode to another, the animal had to overcome a potential 

energy barrier (i.e., transition barrier) on the landscape cross section. A higher transition 

barrier means that it is more difficult to transition. We can measure whether and how the 

transition barrier changed with an observed adjustment (i.e., head flexion, leg tucking in) 

to evaluate whether it facilitated or hindered a transition. To quantify the difficulty to 

transition between two modes (i.e., from the pitch to the roll mode, from the roll to the 

deflect mode), for each x position during traversal ([−26, 33] mm), we generated the 

relevant cross section of the landscape, identified the basins corresponding to the two 

modes, and calculated the transition barrier. 

First, we looped through all points on the landscape to identify the local minima 

and their basins corresponding to the locomotor modes. To quantify pitch-to-roll transition 

barrier, on the pitch-roll landscape cross section, we located the pitch minimum (Figure 

2-4B, blue point) with a finite body pitch and a body roll near 0° (Figure 2-4A, i-iii) and 

the roll minimum (Figure 2-4B, red point), with a body pitch near 0° and a body roll around 

90° (Figure 2-4A, iii’). When no roll minimum existed (i.e., when the animal was far from 

the beams, Figure 2-4B, i), we defined (pitch, roll) = (0°, 90°) as the roll minimum. 

To quantify the roll-to-deflect barrier, on the yaw landscape cross section, we 

located the roll minimum (Figure 2-4D, red point), which corresponded to the body rolled 

into the gap with a body yaw around 0° (Figure 2-4C, i, ii), and the two deflect minima 

(Figure 2-4D, purple points), which corresponded with the body deflected towards the left 

or right with a body yaw around  90° (Figure 2-4C, ii’, ii’’). Note that the same roll mode 

(Figure 2-4A, iii’, Figure 2-4C, i, ii) corresponded with the roll basin on the pitch-roll 
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cross section and the roll basin on the yaw cross section, which appeared as different basins. 

This is because the potential energy landscape exists in a high-dimensional space, with five 

degrees of freedom (x, y, pitch, roll, yaw) when not considering head, abdomen, and leg 

adjustments. At the same (x, y), the same roll basin in the higher-dimension pitch-roll-yaw 

landscape cross section appears as different basins on the lower-dimension pitch-roll cross 

section and yaw cross section. 

Once we located the pitch and roll basins on the pitch-roll cross section and roll and 

deflect basins on the yaw cross section, we used breadth-first search to calculate the 

transition barrier from one basin to another. Breadth-first search is a computational 

algorithm for searching on graph data structure [234]. We fed the gridded potential energy 

landscape cross section as the graph data, with the starting minimum as the start point, the 

destination minimum as the goal point, and the highest potential energy on the traversing 

route as the cost function. In the breath-first search algorithm, each searched point 

remembered its parent (the point that this point was developed from), so tracing the parent 

and further ancestors from the goal point (i.e., parent backtracking) gave an imaginary 

route from the starting to the destination minimum that crossed the lowest energy barrier 

(Figure 2-4B, D, green curve). We defined the point with the highest energy on this route 

as the saddle point (Figure 2-4B, D, orange points on the cross sections). Note that this 

“saddle point” is only a true saddle point on the 2-D pitch-roll cross section and when both 

the pitch and roll minima are actual local minima on this cross section. When no roll 

minimum existed (see last paragraph, roll minimum definition), the “saddle point” on this 

cross section was calculated as the roll minimum defined, because the potential energy 

increases monotonically along the imaginary route from pitch to roll minimum. On the 1-
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D yaw cross section, the “saddle point” is actually a local maximum. We refer to them all 

as “saddle point” for simplicity. 

We then defined the transition barrier as the potential energy increase from the 

starting minimum to the saddle point. Note that the imaginary route was only for defining 

the saddle point, and during the transition the animal did not necessarily start from a local 

minimum or transition by crossing the saddle point. Despite this, our barrier estimation still 

provided useful insight as it quantified the level of the difficulty to transition. 

Intuitively, the breadth-first search approach resembled injecting water slowly at 

the start minimum and tracking the expansion of the water-covering area. The potential 

energy landscape resembled an uneven surface (Figure 2-14A), and each basin on the 

surface corresponded with a locomotor mode, such as pitch and roll modes [31] (Figure 

2-14A, blue and red points, Figure 2-14B, blue and red area, separately). Increasing the 

cost resembled injecting water in the starting basin (Figure 2-14B, blue area) and 

increasing the water level. As the water level increased, there was a moment that the water 

level was sufficiently high to overcome a barrier between two basins (Figure 2-14B, the 

boundary between blue and red areas), and the water flowed via the saddle point of the 

barrier (Figure 2-14B, orange point) into the destination basin. The water level measured 

from the starting minimum at the time of this onset of flow resembled the potential energy 

barrier height (Figure 2-14C, yellow).  



56 

 

 

Figure 2-4: Potential energy landscape analyses to quantify transition barriers. Top 

(A, B): Illustration of pitch-roll landscape cross section analysis to test hypotheses (1) and 

(2). Bottom (C, D): Illustration of yaw landscape cross section analysis to test hypothesis 

(3). (A) Illustration of locomotor modes for pitch-roll cross section. (i) Pitch mode at x 

= −26 mm, (pitch, roll) = (0°, 0°). (ii) Pitch mode at x = −13.6 mm, (pitch, roll) = (−38°, 

0°). (iii) Pitch mode at x = −3 mm, (pitch, roll) = (−73°, 0°). (iii’) Roll mode at x = −3 mm, 

(pitch, roll) = (−8°, 92°). (B) Pitch-roll landscape cross section at different x for quantifying 

pitch-to-roll transition barrier. Blue point is pitch local minimum. Red point is roll local 

minimum. Orange point is saddle point. Green curves are imaginary routes. (i) x = −26 
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mm. Note that roll minimum and saddle point overlap here. (ii) x = −13.6 mm. Pitch 

minimum and saddle point are close. (iii) x = 0 mm. (C) Illustration of locomotor modes 

for yaw cross section. (i) Roll mode at x = −20.4 mm, yaw = 0°. (ii) Roll mode at x = −13.2 

mm, yaw = 0°. (ii’) Deflect mode at x = −13.2 mm, to the left, yaw = 90°. (ii”) Deflect 

mode at x = −13.2 mm, to the right, yaw = −90°. (D) Yaw landscape cross sections stacked 

along head flexion dimension at different x for quantifying roll-to-deflect transition barrier. 

Red point is roll local minimum. Purple points are deflect local minima, with positive yaw 

deflected to the left and negative yaw to the right. Orange points are saddle points. Green 

curves are imaginary routes. Only routes at head flexion h = 15° are marked. (i) x = −20.4 

mm. (ii) x = −13.2 mm. (iii) x = −1 mm. In (B, D), i, ii, ii’, ii’’, iii, iii’ in circles refer to 

locomotor modes in (A, C). Note that the imaginary route is only for defining the saddle 

point, and during the transition the animal did not necessarily start from a local minimum 

or transition by crossing the saddle point. In (B), body y and yaw at each x follow those of 

average trajectory (Section 2.5.10, Figure 2-12). In (D), body y, pitch, and roll at each x 

follow those of average trajectory (Section 2.5.10, Figure 2-12). In both (B, D), head 

flexion is fixed at 15°, and abdomen flexion is fixed at 7°. In all illustrations and landscapes 

shown here, legs are neglected; however, legs are modeled when testing hypothesis (2) 

(Section 2.5.13, Figure 2-10B, Figure 2-11B). Also see Movie 3 for an illustration of how 

the landscapes evolve as a function of x. 

2.5.12 Test usefulness of head flexion 

To test hypothesis (1), we analyzed whether head flexion in the range observed 

reduced the pitch-to-roll transition barrier compared to if the animal simply held its head 

in the typical orientation (average head flexion during running on flat ground). We varied 

head flexions within [−25°, 65°] (covering the observed head flexion range of [−24°, 64°] 

over all the trials) with an increment of 5° (Figure 2-11A), calculated the pitch-to-roll 

transition barrier as a function of x, and compared the transition barrier at each head flexion 
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with that at head flexion h = 15°, which represents the case without head flexion (temporal 

average of head flexion was h = 15°  4° in the approach phase over all trials). 

To test hypothesis (3), we analyzed whether the head flexion in the range observed 

increased the roll-to-deflect transition barrier compared to without head flexion. We varied 

the head flexion like above, calculated the roll-to-deflect transition barrier as a function of 

x, and compared the transition barrier at each head flexion with that at head flexion h = 

15°. 

2.5.13 Test usefulness of leg tucking in 

To test hypotheses (2), we analyzed whether the leg sprawl changes affected the 

pitch-to-roll transition barrier. We added two hind legs (length = 27 mm, Section 2.5.9) 

into the model symmetrically to the left and right sides of the body, with a leg height of −5 

mm (temporal average of leg height was −5  3 mm in the explore + pitch phase over all 

trials, Section 2.6.6), and varied total leg sprawl within [0°, 180°] with an increment of 45° 

(Figure 2-11B). We compared the transition barrier at each total leg sprawl with that at 

total leg sprawl  = 160° (average maximal total leg sprawl was  = 156°  21° in the 

explore + pitch phase over all trials) and  = 20° (average minimal total leg sprawl was 

 = 21°  17° in the roll phase over all trials). Note that the animal also elevated and 

depressed its hind legs asymmetrically in pitch and roll phases (Section 2.6.6). For 

simplicity, here we kept the two legs symmetric to provide a rough estimate of the effect 

of leg sprawl change on the barrier. 

2.6 Results 
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2.6.1 Similar overall performance and behavior to previous study 

The animals displayed similar locomotor performance as that in the previous study 

[31], with a similar traversal time (3.0  1.0 s vs. 3.9  3.9 s previously, P = 0.18, fixed-

effects ANOVA). The animal also always transitioned to the roll mode to traverse (100% 

of all 36 trials), similar to the previous study (97% of all previous trials for slightly less 

stiff beams K = 1.7 mN·m·rad−1), with a similar maximal body roll during traversal (81°  

10° vs. 84°  20° previously, P = 0.30, fixed-effects ANOVA). Note that even counting 

the 28 trials not included in the dataset (Section 2.5.4), which had slightly longer duration, 

these metrics were still similar (traversal time: 4.5  1.8 s vs. 3.9  3.9 s, P = 0.71, fixed-

effects ANOVA; roll mode use: 98% vs. 97% of all trials; maximal body roll: 90°  20° 

vs. 84°  20°, P = 0.09, fixed-effects ANOVA). 

2.6.2 Animal uses complex motion to transition from pitch to roll mode 

After running with an alternating tripod gait and colliding with the beams (approach 

phase, Figure 2-5, green), the animal traversed the beam obstacles with complex body, 

head, and leg motions. In the explore + pitch phase (Figure 2-5, blue), the animal often 

moved along the beam layer (y-direction) and turned left or right to search around the 

beams, pitched up its body against the beams, repeatedly flexed its head, and rubbed its 

pronotum against the beams, sometimes pushed the beam using its fore or middle legs, and 

swept its antennas in the gaps. In the roll phase (Figure 2-5, red), the animal rolled its body 

into the gap and struggled its legs to try to push against the back side of the beams. It 

sometimes flexed its head repeatedly. It also sometimes flexed and twisted its abdomen. In 

the land phase (Figure 2-5, orange), the animal continued to do these, eventually passed 



60 

 

the beams in the roll mode, and resumed an upright body orientation. Finally, in the depart 

phase (Figure 2-5, purple), the animal ran away in an alternating-tripod gait. These 

observations were consistent with those in the previous study [31]. 

Similar to the previous study, body oscillation was observed [31]. The average 

kinetic energy fluctuation was 0.01  0.01 mJ. This was smaller than that in the previous 

study (0.02  0.01 mJ). We speculate that this was caused by the additional modifications 

on the animal (wing trimming, adding one more tag on the pronotum, and beads on hind 

legs) that slightly resisted the animal motion. 

 

Figure 2-5: Five phases of traversal. Values under phase labels are means  s.d. of the 

duration of each phase across all trials. 

2.6.3 Body rotations 

The animal’s body pitched up in the explore + pitch phase and rolled into the gap 

in the roll phase (Figure 2-6A, Movie 1). In the approach phase, the body only slightly 

pitched up (Figure 2-6A, v, Figure 2-6D, green, average pitch  = −8°  7°; note that a 

negative body pitch angle means the body pitched up). In the explore + pitch phase, the 

body pitched up substantially (pitch angle became more negative, minimal pitch  = −36° 



61 

 

 9°, Figure 2-6A, ii, vi, Figure 2-6D, blue). In the roll phase, as the animal rolled its 

pitched-up body substantially into the gap (maximal roll  = 81°  10°, Figure 2-6A, iii, 

vii, Figure 2-6B, red), the body became less pitched (pitch angle less negative, Figure 

2-6A, iii, vii, Figure 2-6D, red) and eventually horizontal. Average body roll  was higher 

in the roll phase (44°  8°) than in the approach (−2°  3°), explore + pitch (−3°  6°), and 

depart (−2°  4°) phases (Figure 2-6C, P  0.0001, repeated-measures ANOVA). Average 

body pitch  was lower (meaning the body was more pitched up) in the explore + pitch 

(−14°  9°) and roll (−14°  9°) phases than in the approach (−8°  7°) and depart (−7°  

5°) phases (Figure 2-6E, P  0.05, repeated-measures ANOVA). 
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Figure 2-6: Body rotations. (A) Representative snapshots for each phase. Top and bottom 

rows show thorax frame from top and side view in approach (i), explore + pitch (ii), roll 

(iii), and depart (iv) phases, respectively. Animal’s body orientation is represented by Euler 

angles of thorax frame (yaw , pitch , roll , Z−Y’−X” Tait-Bryan convention, Section 
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2.5.6). For simplicity, we laterally mirrored kinematic data of the trials in which the animal 

rolled to the left to become rolling to the right to simplify the analysis, considering lateral 

symmetry (Section 2.5.6). (B, D) Body roll and pitch as a function of time, with time of 

each phase offset to zero at its beginning and then normalized to its duration to be 

percentage of each phase (Section 2.5.8). Colors are for five phases defined in Figure 2-5. 

Length of horizontal colored thick bars and error bars are proportional to means  s.d. of 

the duration of each phase of all trials shown in Figure 2-5. Black vertical dotted lines 

separate consecutive phases. Colored dashed lines show moments of snapshots in (A). 

Colored curves are individual trials. Thick and thin black curves are mean  s.d. across all 

trials. (C, E) Average body roll and pitch in different phases. Bars and error bars are means 

 s.d. of the temporal averages of all trials in (B, D) for each phase. * P < 0.05, **** P  

0.0001, repeated-measures ANOVA. Bold brackets and asterisks show important 

comparisons described in Results. In (D, E), y-axis is inversed to better show body pitching 

up more or less, because a negative body pitch angle means body is pitched up. 

2.6.4 Head flexion 

During both the explore + pitch and roll phases, the animal sometimes repeatedly 

flexed its head dynamically and sometimes flexed its head down and held it statically 

(Figure 2-7A ii, iii, Figure 2-7B, blue and red, Movie 1). This motion was absent during 

the approach and depart phases when the animal ran on flat ground (Figure 2-7A i, iv, 

Figure 2-7B, green and purple). The standard deviation of the head flexion h, which 

reflects how much the head flexed (Section 2.5.6), was higher in the explore + pitch (7°  

3°) and roll (8°  3°) phases than in the approach (1.7°  0.5°) and depart (2°  1°) phases 

(Figure 2-7C, P  0.0001, repeated-measures ANOVA).  
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Figure 2-7: Head flexion. (A) Representative snapshots for each phase. Four panels show 

head flexion h (defined as pitch angle of head in thorax frame, Section 2.5.6) in approach 

(i), explore + pitch (ii), roll (iii), and depart (iv) phases. For simplicity, we laterally 

mirrored kinematic data of the trials in which the animal rolled to the left to become rolling 

to the right to simplify the analysis, considering lateral symmetry (Section 2.5.6). (B) Head 

flexion as a function of time, with time of each phase offset to zero at its beginning and 

then normalized to its duration to be percentage of each phase (Section 2.5.8). Colors are 

for five phases defined in Figure 2-5. Length of horizontal colored thick bars and error 

bars are proportional to means  s.d. of the duration of each phase of all trials shown in 

Figure 2-5. Black vertical dotted lines separate consecutive phases. Colored dashed lines 

show moments of snapshots in (A). Colored curves are individual trials. Thick and thin 

black curves are mean  s.d. across all trials. (C) Average standard deviation of head 

flexion in different phases. Bars and error bars are means  s.d. of the temporal standard 

deviations of all trials in (B) for each phase. ** P < 0.01, **** P  0.0001, repeated-

measures ANOVA. Bold brackets and asterisks show important comparisons described in 

Results. 
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2.6.5 Abdomen flexion 

During both the explore + pitch and roll phases, the animal sometimes repeatedly 

flexed its abdomen dynamically and sometimes flexed its abdomen down and held it 

statically (Figure 2-8A ii, iii, Figure 2-8B, blue and red, Movie 1). This motion was absent 

during the approach and depart phases when the animal ran on flat ground (Figure 2-8A i, 

iv, Figure 2-8B, green and purple). The standard deviation of the abdomen flexion a, 

which reflects how much the abdomen flexed (Section 2.5.6), was higher in the roll (7°  

3°) and explore + pitch (4°  2°) phases than in the approach (2°  1°) and depart (3°  1°) 

phases (Figure 2-8C, P  0.0001, repeated-measures ANOVA).  

 

Figure 2-8: Abdomen flexion. (A) Representative snapshots for each phase. Four panels 

show abdomen flexion a (defined as pitch angle of abdomen in thorax frame, Section 

2.5.6) in approach (i), explore + pitch (ii), roll (iii), and depart (iv) phases. For simplicity, 
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we laterally mirrored kinematic data of the trials in which the animal rolled to the left to 

become rolling to the right to simplify the analysis, considering lateral symmetry (Section 

2.5.6). (B) Abdomen flexion as a function of time, with time of each phase offset to zero 

at its beginning and then normalized to its duration to be percentage of each phase (Section 

2.5.8). Colors are for five phases defined in Figure 2-5. Length of horizontal colored thick 

bars and error bars are proportional to means  s.d. of the duration of each phase of all 

trials shown in Figure 2-5. Black vertical dotted lines separate consecutive phases. Colored 

dashed lines show moments of snapshots in (A). Colored curves are individual trials. Thick 

and thin black curves are mean  s.d. across all trials. (C) Average abdomen flexion angle 

in different phases. Bars and error bars are means  s.d. of the temporal standard deviations 

of all trials in (B) for each phase. * P < 0.05, **** P  0.0001, repeated-measures ANOVA. 

Bold brackets and asterisks show important comparisons described in Results. 

2.6.6 Leg adjustments 

The animal adjusted its hind legs in two ways (Figure 2-9A, Cockroach Flexed its Head 

and Abdomen while Traversing Beams. Top: zoomed top (left) and side (right) views. 

White points with red, magenta, cyan, green, and orange edges are the origins of thorax 

frame, head frame, abdomen frame, middle point of thorax-head joint, and middle point of 

the thorax-abdomen joint, respectively. Solid and dotted arrows show +x and +x’ direction 

of body (red), head (magenta), and abdomen (cyan) frames, respectively. Head and 

abdomen flexion are the angles between body +x’ direction and head or abdomen +x 

direction. Bottom left: isometric view. Bottom right: head and abdomen flexion as a 

function of time.  

Link: https://youtu.be/bc4hdj_a1_A. 

Movie 2). First, it adjusted its hind leg sprawl in the explore + pitch and roll phases. 

During the explore + pitch phase, the animal spread both its hind legs further outward 

(Figure 2-9A, ii) compared to the approach phase (Figure 2-9A, i, Figure 2-9B, average 

left leg sprawl angle L = 63°  15° vs. 55°  10°, average right leg sprawl angle R = 64° 



67 

 

 13°vs. 55°  11°). As body rolling began, the animal tucked in its depressed (left) hind 

leg (Figure 2-9A, iii, Figure 2-9B, blue, average left leg sprawl angle L = 27°  21°) 

while keeping the right leg sprawl relatively unchanged (Figure 2-9A, iii, Figure 2-9B, 

red, average right leg sprawl angle R = 62°  13°). Average total leg sprawl T was greater 

in the explore + pitch phase (T = 127°  19°) and smaller in the roll phase (90°  23°) than 

in the approach (110°  13°) and depart (115°  11°) phases (Figure 2-9C, P  0.0001, 

repeated-measures ANOVA). 

In addition, the animal depressed one hind leg relative to the body and elevated the 

other in the roll phase. In the explore + pitch phase, both hind legs had similar heights 

(Figure 2-9A, vi, vi’, Figure 2-9D, average left leg height hL = −4  2 mm, average right 

leg height hR = −5  2 mm, average leg height difference h = −1  2 mm). In the roll 

phase, the animal usually kept both feet on the ground (Figure 2-9A, vii, vii’), with one 

hind leg depressed further (Figure 2-9D, blue, average leg heights hL = −11  3 mm), 

appearing to push against the ground (Figure 2-9A, vii, vii’), while the other elevated 

(Figure 2-9D, red, average leg heights hR = −2  2 mm), appearing to support the body 

(Figure 2-9A, vii, vii’), which increased the leg height difference (Figure 2-9E, red). As 

the animal moved further through the gap and reached maximal body roll, it elevated its 

depressed (left) leg up to around the body coronal plane (maximal leg height hL = 4  3 

mm) in the land phase (Figure 2-9D, blue). The average leg height difference h was 

higher in the roll phase (9  3 mm) than in the approach (−1  1 mm), explore + pitch (−1 

 2 mm), and depart (−1  1 mm) phases (Figure 2-9E, P  0.0001, repeated-measures 
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ANOVA). Both these observations demonstrated that the animal used its left and right hind 

legs differentially in the roll phase. 
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Figure 2-9: Leg adjustments. (A) Representative snapshots for each phase. Top row 

shows total leg sprawl  (defined as angle between two leg vectors in body coronal plane, 

Section 2.5.6) in approach (i), explore + pitch (ii), roll (iii), and depart (iv) phases, 

respectively. Middle row shows left leg height hL (blue) and right leg height hR (red) 

(defined as leg distance to body coronal plane, Section 2.5.6) in approach (v), explore + 

pitch (vi), roll (vii), and depart (viii) phases, respectively. For simplicity, we laterally 

mirrored kinematic data of the trials in which the animal rolled to the left to become rolling 

to the right to simplify the analysis, considering lateral symmetry (Section 2.5.6). Bottom 

row (v’, vi’, vii’, viii’) shows mirrored lateral views from cameras opposite to the middle 

row ones (v, vi, vii, viii) to better show legs on the opposite side. (B, D) Leg sprawl angle 

and leg height of hind legs as a function of time, with time of each phase offset to zero at 

its beginning and then normalized to its duration to be percentage of each phase (Section 

2.5.6). A negative leg height means that the leg marker is below body coronal plane, and a 

positive leg height means leg marker is above it. Length of horizontal colored thick bars 

and error bars are proportional to means  s.d. of the duration of each phase of all trials 

shown in Figure 2-5, whose colors are for five phases defined in Figure 2-5. Black vertical 

dotted lines separate consecutive phases. Colored dashed lines show moments of snapshots 

in (A). Light-colored curves are individual trials. Thick and thin solid-colored curves are 

mean  s.d. across all trials. Blue and red colors are for left and right legs, respectively. (C, 

E) Average total leg sprawl and leg height in different phases. Bars and error bars are 

means  s.d. of the temporal averages of all trials in (B, D) for each phase. * P < 0.05, **** 

P  0.0001, repeated-measures ANOVA. Bold brackets and asterisks show important 

comparisons described in Results. 

2.6.7 Refined potential energy landscape consistent with and more accurate than 

coarse landscape in previous study 

The topology and evolution of the refined potential energy landscape (Movie 3) as 

viewed in the pitch-roll cross section were consistent with that in the previous study [31]. 

Initially, when the animal was far from the beam, the energy landscape had a local 
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minimum at zero pitch and roll, a basin was formed near the minimum; as the body moved 

close to the beam, the basin moved along pitch direction, becoming the pitch basin, while 

the roll basin formed at about zero pitch and about 90° roll. The similarity of the topology 

of potential energy landscape indicated that it was insensitive to minor differences in shape 

modeling (e.g., using refined body shape vs. using a simple ellipsoidal body; varying head 

and abdomen flexion; including hind legs or not). We also found that the pitch-to-roll 

transition barrier calculated from the refined potential energy landscape model here is 

similar to that from the simple model in the previous study (Supplementary Information, 

Section 2.8.2), further demonstrating the model’s consistency and applicability with both 

coarse-grained and fine-grained model approximations (see Discussion in [31]). 

Because we allowed the beam to deflect backward, the pitch basin finally went back 

to near zero pitch, and the roll basin eventually disappeared. The landscape became the 

initial landscape as the animal had traversed and moved far from the beam. This showed 

that the beam deflection calculation was more reasonable than the previous study. 

2.6.8 Head flexion does not facilitate pitch-to-roll transition  

To test hypothesis (1) that head flexion reduces the pitch-to-roll transition barrier 

and facilitates rolling into the gap, we analyzed whether adjusting head flexion can reduce 

the pitch-to-roll transition barrier. The transition barrier from the pitch to the roll mode 

with different head flexion is shown in Figure 2-10A. At the average x = −13.6 mm where 

the animals transitioned from pitch to roll mode, the maximal transition barrier reduction 

with head flexion within [−25°, 65°] was 0.0027 mJ (Figure 2-10A, a). This mechanical 

energy that could be saved by head flexion was small (27%) compared with the average 
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kinetic energy fluctuation level (0.01 mJ) and small (4.5%) compared to the energy saved 

by leg tucking in (0.06 mJ, Section 2.6.9). Also, achieving this saving would require the 

head to flex by 65°, which was rarely observed in the experiment. This suggested that the 

head adjustment did not reduce the transition barrier substantially to facilitate pitch-to-roll 

transition. This rejected our hypothesis that the head adjustment facilitated the mode 

transition by lowering the pitch-to-roll transition barrier on the potential energy landscape. 

To test hypothesis (3) that head flexion facilitates the animal staying within the gap 

after rolling into it, we analyzed whether adjusting head flexion can increase the roll-to-

deflect transition barrier. The transition barrier from the roll to the deflect mode with 

different head flexion is shown in Figure 2-10C, D. At the average x = −13.6 mm where 

the animal transitioned from the pitch to the roll mode, the maximal increase in transition 

barrier with head flexion within [−25°, 65°] was 0.012 mJ (Figure 2-10C, c) to deflect to 

the left and 0.008 mJ (Figure 2-10D, d) to deflect to the right. The transition barrier only 

increased by a maximum of 12%, which required the head to hyperextend (head flexion h 

= −25°), which was rarely observed in the experiment. This suggested that the head 

adjustment did not increase the transition barrier substantially to prevent the animal from 

yawing to deflect the beams. This rejected our hypothesis that the head adjustment 

facilitates the body staying within the gap. 

2.6.9 Leg sprawl adjustments facilitate body rolling 

To test hypothesis (2) that tucking in a hind leg reduces the pitch-to-roll transition 

barrier and facilitates rolling, we analyzed how adjusting leg sprawl changes the pitch-to-

roll transition barrier. The transition barrier from pitch to roll mode with different total leg 
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sprawl is shown in Figure 2-10B. At the average x = −13.6 mm where the animals 

transitioned from the pitch to roll mode, the transition barrier at 20° total leg sprawl was 

less than that at 160° total leg sprawl by 0.06 mJ (Figure 2-10B, b), which is six times 

larger than the average kinetic energy fluctuation level. These indicated that tucking a hind 

leg in helped the animal substantially reduce the pitch-to-roll transition barrier when 

rolling. Together, these findings supported our hypothesis that leg sprawl adjustment 

facilitated the pitch-to-roll transition. 

Curiously, at x = −20 mm, where the animals pitched against the beams (the mean 

of temporal average of x over the pitch + explore phase across all trials was −20  3 mm), 

the transition barrier at 160° total leg sprawl was larger than that at 20° total leg sprawl by 

0.35 mJ, which was 35 times larger than the animal’s average kinetic energy fluctuation 

(0.01 mJ). Because a larger potential energy barrier indicates higher stability, this 

suggested that further spreading out hind legs during the pitch + explore phase helped the 

animal stay pitched up against the beams more stably and resisted rolling into the gap. We 

speculate that in this phase the larger leg spread here helped the animal’s pitched up body 

stay aligned to the gap rather than yaw and fall sideways under gravity. 
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Figure 2-10: Effect of head flexion and leg sprawl on transition barriers. (A, B) Pitch-

to-roll transition barrier as a function of x for different head flexion and total leg sprawl. 

(C, D) Roll-to-deflect transition barrier as a function of x under for different head flexion. 

(C) Deflect to the left. (D) Deflect to the right. In (A, C, D), black curves show transition 

barrier at average animal head flexion h = 15°. In (B), red and blue curves show transition 

barrier at total leg sprawl  = 20° and 160°, respectively. Insets in (A-D) are close-up 

views at in the x range of [−14.6, −12.6] mm, respectively. Dashed lines show x = −13.6 

mm, which is the average location when roll phase begins. (a-d) show the maximal 

transition barrier increase or reduction by using adjustments. See Movie 3 for an 

illustration of how barrier as a function of x is obtained. In (A, B), body y and yaw at each 

x follow those of average trajectory (Section 2.5.10, Figure 2-12). In (C, D), y, pitch, and 

roll at each x follow those of average trajectory (Section 2.5.10, Figure 2-12). In (A, C, 

D), hind legs are neglected, and abdomen flexion is flexed at 7°. In (B), head flexion is 

fixed at 15°, and abdomen flexion is fixed at 7°. 
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2.7 Discussion 

As a first step to understand how animals control physical interaction with complex 

3-D terrain to transition between locomotor modes, we quantified adjustments by the 

discoid cockroach to make the pitch-to-roll transition while traversing beam obstacles. The 

major adjustments included body rotations (Figure 2-6), head flexion (Figure 2-7), 

abdomen flexion (Figure 2-8), and differential hind leg use (Figure 2-9). Because it was 

strenuous to traverse the stiff beams by pushing across (the pitch mode), the animal likely 

made these adjustments to facilitate transitioning to the less strenuous roll mode. Below 

we discuss the likely function of each adjustment and suggest future directions. 

2.7.1 Role of head flexion 

To find the function of head flexion in both the explore + pitch and roll phases, we 

first hypothesized that by changing the overall body shape, it (1) lowered the pitch-to-roll 

transition barrier and (2) increased the roll-to-deflect transition barrier. However, we found 

that the head flexion did not change the transition barrier substantially in both cases. 

Therefore, we rejected these two hypotheses (Section 2.6.8). We speculate that this is 

because the cockroach’s head is small and relatively more spherical (thickness/length 

= 0.66) compared to the thorax (thickness/length = 0.30) and abdomen (thickness/length 

= 0.21), so its orientation does not change overall body shape substantially, resulting in too 

small of a change in the potential energy landscape. 

We speculate that the animal flexed its head to sense obstacle properties in the 

explore + pitch phase. Groups of campaniform sensilla and sensory hairs embedded in the 

cockroach’s pronotum can sense the magnitude, direction, and position of the terrain 
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reaction force [235]. The chordotonal organ in the animal’s neck can detect the forces 

pushing against the head [140,236]. These could help the animal estimate the obstacle’s 

physical properties (stiffness, surface friction coefficient, etc.) [237] and guide its 

adjustments to better traverse. We speculate that the occasional dynamically changing head 

flexion is a form of tactile sensing [145,148,152]. We observed that the animal seemed to 

hyperextend the head upward in order to find the top end of the stiff beam obstacles (to 

initiate climbing) and flexed the head downward in order to find a gap to move into. 

In addition, we speculate that the animal flexed its head in the land phase (after the 

center of mass had passed the beams) to help its fore legs reach the ground to help propel 

forward, while its middle and hind legs were still interacting with the beams and were likely 

less effective at generating propulsion within the narrow gap. This is similar to cockroaches 

flexing the head to help fore legs reach the top surface when climbing a large step [223]. 

Although head flexion is not driven by the same muscle group as abdomen flexion 

or hind leg movement [238], it is possible that it can be indirectly triggered by the abdomen 

motion (e.g., via sensory feedback for coordination). Further analysis of the correlation 

between adjustments will test these possibilities. 

2.7.2 Role of abdomen flexion 

We speculate that the animal flexed its abdomen frequently in the roll and land 

phases to generate kinetic energy fluctuation to break resistive frictional and interlocking 

contact as it pushed through the beams when the body has rolled into the gap. Because the 

beam gap was narrow and barely larger than the animal body thickness (average body 

thickness not including legs is only 73% of gap width), the animal had to elevate its legs 

closer to the body to fit them within the gap. This made it difficult to generate thrust force 
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from the legs. Meanwhile, the spines and other asperities on the thorax, abdomen, and legs 

added resistance, similar to a cockroach crawling in a confined space [10]. This kinetic 

energy fluctuation from abdomen flexion helps the animal become unstuck and facilitates 

traversal (i.e., likely overcoming very small barriers on a very fine-grained potential energy 

landscape, if one considers the effects of these small features; see discussion in [31]). 

2.7.3 Role of leg adjustments 

We speculate that the animal spread its hind legs further outward to stabilize the 

pitched-up body against the beams in the pitch + explore phase and tucked in the depressed 

hind leg (the left one during body rolling to the right) to destabilize it to roll in the roll 

phase. Geometrically, the stable support polygon of the animal was formed among contacts 

between its hind feet and the ground and contacts between its head or thorax and the beams. 

In the explore + pitch phase, the animal spread its hind legs out widely, with a large distance 

between the two hind feet touching the ground, which increased the animal’s roll stability 

(Figure 2-13A). We speculate that this helped the animal’s pitched up body stay aligned 

to the gap rather than yaw and fall sideways under gravity. In the roll phase, as the animal 

tucked in its depressed hind leg, the support polygon shrank and roll margin of stability 

reduced (Figure 2-13B), and the roll stability reduced. These effects can be quantified by 

the potential energy landscape. The potential energy barrier from the pitch to the roll basin 

measures the difficulty of the transition. In the explore + pitch phase, further leg spreading 

increased the transition barrier, which helped the animal stay pitching up against the beams. 

During pitch-to-roll transition, tucking in a leg reduced the transition barrier and made 

rolling easier. We also observed that the animal spread out its elevated hind leg (the right 
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one during body rolling to the right) in the land phase. We speculated that this was to better 

engage with the ground to propel itself forward when its body was still in the gap. 

Aside from leg sprawl, the differential leg uses also played an important role. We 

speculated that in the beginning of the roll phase the animal depressed one hind leg and 

elevated the other while keeping both feet on the ground to generate a roll torque. In the 

land phase, it elevated both hind legs closer to the body after the body has rolled into the 

gap, likely to reduce the resistance on the legs from the beams while pushing through. 

2.7.4 Role of body flexibility 

Our results further suggested that the flexibility from multiple body parts and 

articulated leg joints of the entire animal also reduces the efforts of locomotor transition 

and traversal [10,223]. The animal’s body is more flexible and compliant than our rigid 

body model. This will likely result in a smaller beam flexion than estimated by the model 

and reduce the transition barrier. Soft, segmented exoskeleton structure also likely reduced 

interlocking and frictional resistance and facilitated traversal. 

2.7.5 Likely involvement of sensory feedback control 

Studies on insects negotiating large obstacles have revealed that the changes in 

kinematics are often modulated by sensory inputs. For example, when climbing large stairs, 

stick insects switch from using long to short steps when they have sensed a lack of substrate 

engagement [239]; when climbing a large step, cockroaches flex the head to help fore legs 

reach the top step surface when its head has sensed that it has risen above the step [223]. 

During traversal of cluttered beams in our study, the cockroach’s adjustment to make the 

pitch-to-roll transition, which were absent when running on a flat ground, was almost 
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certainly driven by sensory input of its terrain-interaction. During traversal, it took the 

animal an average time of 1.3  0.7 s to explore and pitch up against the beams before 

rolling occurred. This is well above the ~100 ms that cockroaches need to complete a 

feedback control loop (6-40 ms for the sensory delay [116] and 47 ms for neuromuscular 

delay [74]). We posit that the animal sensed the terrain and used this information to 

determine that pushing across was too strenuous and guide transitioning to the less 

strenuous roll mode. We have recently explored the feasibility of this strategy in a simple 

simulated robotic physical model [237]. 

2.7.6 Future work 

Future work should test the speculated mechanisms of how each kind of adjustment 

facilitates the observed locomotor transition. (1) To understand whether and how the 

flexing head facilitates terrain sensing and how to take advantage of this, we can build a 

robot with head flexion and force sensing [227] and study it systematically with and 

without feedback control using the sensed forces. (2) To understand whether and how the 

abdomen flexion helps the animal become unstuck, we can build a robot with a flexing 

abdomen (or tail [111]) to test if the flexing of the massive lateral part helps in beams 

traversal. (3) To test whether leg adjustment indeed generates a roll torque, we can add 

highly sensitive yet low-cost force sensors [240,241] to the ground in front of the beams to 

measure the ground reaction force on each foot. 

To further understand the neural mechanisms involved in such cluttered large 

obstacle traversal, we can measure the animal’s sensory neural signals [116,242] and 

muscle activity (i.e. electromyogram) [74,224] and alter motor activation signal to change 

adjustments and test their effect on the body dynamics [225,243]. The first challenge is to 
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identify what sensors are involved in these cluttered adjustments for large obstacle 

traversal. Like other insects, cockroaches should have many sensors that can obtain 

information about the terrain [140,141,222,235], including: (1) visually observe the 

geometry of the terrain. (2) use exteroceptors like tactile hairs to sense the position of an 

object; (3) proprioceptors to sense relative position/velocity between joints to infer object 

position; and (4) campaniform sensilla to detect force and torque exerted on exoskeleton 

and joints. A first step to identify the relevant sensing modalities is to disable some of these 

sensing sources, such as blinding the eyes [244] and disabling the campaniform sensilla 

[245], and observe changes in locomotor behavior and performance. Based on animal 

observations, computational modeling of neural control (such as in [246]) may be fruitful 

for understanding feedback principles governing body and appendage adjustments to 

traverse cluttered large obstacles. In addition, it may be interesting to study whether 

animals perform active sensing [139,145,147,153,247–249] in the less-considered 

modality of contact force sensing. 

Our case study illustrated how to use fine-grained potential energy landscape 

modeling to understand locomotor-terrain interaction that involves adjustments of more 

body and appendage degrees of freedom, which may lead to the discovery of attractive 

basins that result in distinct nuanced locomotor modes (see discussion in [31]). Given these 

advancements, the potential energy landscape modeling still does not fully describe system 

dynamics, as it only describes conservative forces of the system that can be expressed as 

gradients of the potential energy landscape. Future work should systematically measure 

and model non-conservative and random forces and add them to make the modeling 

approach predictive. These measurements and a predictive potential energy landscape 
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theory capturing dynamics will reveal how the animal generates propulsive forces and 

torques to overcome resistive ones in order to destabilize itself from undesired modes 

(basins) of attraction and steer into the desired modes (basins) and how this process can be 

guided by terrain force sensing [237]. 

2.8 Supplementary Information 

2.8.1 Minimal mechanical energetic cost in pitch and roll mode 

To quantify how strenuous the pitch and roll modes are, we estimated the minimal 

mechanical energetic cost of the pitch or roll mode by calculating the maximal potential 

energy increase of the system during the traversal process using either mode. 

For the pitch mode, we assumed that the animal kept a horizontal body orientation 

(zero body pitch and roll, neglecting legs), moved forward in the middle of the two beams 

with the lowest point of the body always contacting the ground, and pushed the beams 

down to traverse. The maximal potential energy increase of 7.9 mJ occurred when both 

beams deflected by nearly 90°.  

For the roll mode, we assumed that the animal started with a horizontal body 

orientation and rolled by 90° to move through between the beams without deflecting them, 

with the lowest point of the body always contacting the ground. The maximal potential 

energy increase of 0.2 mJ occurred when the body roll was 90°. 

2.8.2 Pitch-to-roll transition barrier 

The pitch-to-roll transition barrier can be calculated from the potential energy 

landscape model, and it is a function of the forward position x [31]. In our previous study 

that used a simple ellipsoid to model the animal, when traversing beams of K = 1.7 



82 

 

mN·m·rad−1, the pitch-to-roll transition barrier was 0.04 mJ at x = −21 mm where the 

animal was observed to transition [31] (Figure 2-6A, iv), and it was 0.0021 mJ at x = −13.6 

mm. In this study that used a refined animal model, when traversing beams of K = 2.5 

mN·m·rad−1, the pitch-to-roll transition barrier was 0.052 mJ at x = −21 mm, and it was 

0.0027 mJ at x = −13.6 mm where the animal transitioned. These similar values between 

the two studies demonstrated that our potential energy landscape approach is consistent 

and useful either with the simplest or refined animal model. 

 

Figure 2-11: Example variation of head flexion and total leg sprawl to test the use of 

head and leg adjustments in potential energy landscape model. (A) Head flexion. (B) 

Total leg sprawl. Green line in (B) front view is leg height = −5 mm. 
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Figure 2-12: Average trajectory as a function of forward position x. (A) Lateral 

position y. (B) Vertical position z. (C) Yaw . (D) Pitch . (E) Roll . (F) Head flexion h. 

Solid and dashed green curves are mean  s.d. from averaging data of all trials. Each 

column of the heat map is a normalized histogram showing probability distribution of the 

data (sum of each column is 1) at corresponding forward position x.  
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Figure 2-13: Representative support polygon evolution from top view during pitch-

to-roll transition. (A) Explore + pitch phases. (B) Roll phase. Cyan closed shapes show 

support polygons, and magenta lines show the distance from center of mass (CoM) to 

nearest lateral edge of the support polygon, which measures roll stability. In (B), the 

distance is small and indicated by a magenta arrow. 

 

Figure 2-14: Demonstration of breath-first search result on potential energy 

landscape. (A) Potential energy landscape pitch-roll cross section at x = 0 along the 

average animal trajectory, with hind legs neglected. Blue and red dots are pitch and roll 

local minima, respectively. Orange dot is saddle point. Green curve is imaginary route 

obtained from parent backtracking (Section 2.5.11). (B) Basins identified from breath-first 

search. Blue and red areas are pitch and roll basins, respectively. Boundary of basins is iso-

height contour with the same potential energy as saddle point. Black area is rest of 

landscape. (C) Potential energy along imaginary route. Potential energy barrier is increase 

in potential energy from pitch minimum to saddle point. Note that imaginary route is only 

for defining saddle point, and during transition, animal did not necessarily start from a local 

minimum or transition by crossing saddle point. 
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Table 2-1 Ranges and increment of landscape variation and dimension collapse 

protocol 

Variable Unit Min Max Increment 

Dimension collapsing protocol 

Pitch-roll cross 

section 

Yaw cross 

section 

Forward 

position x 
mm −26 33 0.2 Not collapsed Not collapsed 

Lateral position 

y 
mm −3 3 1 

Follow average 

trajectory 

Follow average 

trajectory 

Vertical position 

z 
mm zmin 

zmin 

+ 15 
1 

Minimize 

potential energy 

Minimize 

potential energy 

Yaw  deg −90 90 5 
Follow average 

trajectory 
Not collapsed 

Pitch  deg −90 90 2 Not collapsed 
Follow average 

trajectory 

Roll  deg 
−18

0 
180 2 Not collapsed 

Follow average 

trajectory 

Head flexion h deg −25 65 5 

Not collapsed or 

follow average 

trajectory 

Not collapsed 

Abdomen 

flexion a 
deg 7 7 - - - 

zmin: vertical position z when the body touched the ground. 

Table 2-2 Frequently used averaged variables and range 

Variable Time range Measured value Used value 

Forward position x Pitch-to-roll transition −13.6  4.4 mm −13.6 mm 

Maximal leg length 
Explore + pitch and roll 

phase 
27  2 mm 27 mm 

Temporal averaged abdomen 

flexion a 
Approach phase 7°  4° 7ׄ° 

Head flexion range h Whole trial [−24°, 64°] - 

Temporal averaged head 

flexion h 
Approach phase 15°   15° 

Temporal averaged leg height Explore + pitch phase −5  3 mm −5 mm 

Maximal total leg sprawl T Explore + pitch phase 156°  21° 160° 

Minimal total leg sprawl T Roll phase 21°  17° 20° 

Kinetic energy fluctuation 
Explore + pitch and roll 

phase 
0.01  0.01 mJ 0.01 mJ 

Temporal averaged forward 

position x 
Explore + pitch phase −20  3 mm −20 mm 
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Chapter 3 Sensing environmental interaction physics to traverse 

cluttered obstacles 

This chapter was posted as a preprint entitled Sensing environmental interaction 

physics to traverse cluttered obstacles authored by Yaqing Wang, Ling Xu, and Chen Li 

on arXiv [227]. We re-used the article in this chapter with slight changes of the format 

under CC BY 4.0 and with permission from all authors. 
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Yaqing Wang and Chen Li designed research; Yaqing Wang performed research; 

Ling Xu contributed new methods; Yaqing Wang analyzed data; and Yaqing Wang and 

Chen Li wrote article. 
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3.3 Summary 

When legged robots physically interact with obstacles in applications such as search 

and rescue through rubble and planetary exploration across Martain rocks, even the most 

advanced ones struggle, possibly because they lack a fundamental framework to model the 

robot-obstacle physical interaction similar to the artificial potential fields for obstacle 

avoidance. To remedy this, recent studies established a novel framework—potential energy 

landscape modeling—that explains and predicts the destabilizing transitions across 

locomotor modes from physical interaction between robots and obstacles, and governs a 

wide range of complex locomotion. However, this framework was previously confined to 

the laboratory due to a lack of methods to obtain the potential energy landscape in unknown 

terrains. Here, we explore the feasibility of introducing this framework to such terrains. 

We show that a robot can reconstruct the potential energy landscape for unknown obstacles 

by measuring the obstacle contact forces and resulting torques. To elaborate, we present a 

minimalistic robot capable of sensing contact forces and torques when propelled against a 

pair of grass-like obstacles. Despite the forces and torques not being fully conservative, 

they match the potential energy landscape gradients, and the reconstructed landscape 

matches the ground truth calculation. In addition, we find that using normal forces and 

torques and head oscillation inspired by cockroach observations further improves the 

estimation of conservative forces and torques. Our study may inspire future research in 

which free-running robots achieve low-effort, prior-free traversal of clustered, large 

obstacles in real-world applications by sampling contact forces and torques and 

reconstructing the landscape around its neighboring states in real time. 
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3.4 Introduction 

Sensing their surrounding environment helps animals and robots move through the 

complex world. Animals (including humans) combine vision and other sensory modalities 

(mechanosensing, chemosensing, etc.) to sense, plan, and control their interaction with 

obstacles to traverse them [250–252]. By contrast, robots heavily rely on visual 

information to navigate complex environments while avoiding obstacles [253] (Figure 3-1, 

top row). For example, robots often use long-ranged visual sensing (e.g., cameras, LiDAR) 

(e.g., Figure 3-1A) to create a geometric map of the environment (e.g., Figure 3-1B). 

Using this map, the robots could construct an artificial potential field [95,96], with its goal 

modeled by a global minimum and obstacles modeled by high potential regions. The robots 

then plan and follow a gradient descent path towards the goal while avoiding the obstacles 

[97] (Figure 3-1C), often transitioning between various locomotor modes (e.g., Figure 

3-1D). 

  

Figure 3-1: Envisioned potential energy landscape approach enabling legged obstacle 

traversal analogous to artificial potential field enables obstacle avoidance. (A) A 

legged robot leverages vision-based sensory to navigate a flat, sparse forest terrain with 

scattered trees. (B) Geometric map scanned using LiDAR from the robot in (A). (C) 

Artificial potential field approach for obstacle avoidance. (D) Multi-pathway driving 
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transitions to avoid obstacles. (E) Envisioned traversal of cluttered large obstacles to be 

enabled (e.g., earthquake rubble for search and rescue). (F) Identified locomotor challenges 

from large, diverse obstacles, whose environmental interaction physics needs to be sensed 

to enable robust traversal. (G) Potential energy landscape approach for obstacle traversal. 

(H) Multi-pathway locomotor transitions to traverse via sensing and controlling physical 

interaction with obstacles. (A, B) Image courtesy of Intuitive Robots on YouTube. (C, E, 

G, H) Adapted from [26,31,95].  

However, this vision-based approach to robot navigation fails in terrains with 

densely cluttered (spacing ~ body size), large (~ body size) obstacles, where a collision-

free trajectory to the goal simply may not exist. Instead, a robot must physically interact 

with obstacles and/to generate appropriate forces and torques. However, a lack of sensing 

physical interaction with obstacles leads to poor control of locomotion through them. Also, 

most motion planning methods for avoidance (e.g., using artificial potential fields) cannot 

plan effective paths for robots to physically interact with obstacles to traverse. These 

challenges have diminished the usefulness of robots in many important applications, such 

as search and rescue in rubble [27] (Figure 3-1E), environmental monitoring in mountain 

boulders and forest debris [28], and planetary exploration through large Martian and Lunar 

rocks [29]. 

To traverse densely cluttered terrains, a robot must sense not only environmental 

geometry but also physical interaction, so that it can control its self-propulsion to generate 

appropriate forces and torques to overcome obstacles, planning and following least-

resistant paths guided by environmental models that take into account physical interaction 

as well as geometry [26,31]. Towards this vision, our lab recently established a new 

approach to modeling environmental interaction, using potential energy landscapes 
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resulting from physical interaction of robots (and animals) (Figure 3-1, bottom) with a 

diversity of large obstacles that present distinct locomotor challenges (e.g., Figure 3-1F) 

[26,31,33–36,226]. Analogous to artificial potential fields for geometry-based obstacle 

avoidance, these real potential energy landscapes (Figure 3-1G) provide a physics-based 

foundation for robots to conceptualize locomotor transitions (Figure 3-1H) to traverse (for 

a review, see [26]).  

Specifically, a self-propelled robot’s (or animal’s) body physically interacts with 

obstacles, resulting in a potential energy landscape (the system’s real potential energy as a 

function of body 3-D position and rotation), with attractive basins of stability separated by 

potential energy barriers (Figure 3-1G). Due to continual self-propulsion breaking 

continuous frictional contacts, the system’s state tends to settle to these basins. As the robot 

(or animal) is attracted to each stability basin on the landscape, its motion emerges as a 

distinct locomotor mode (which often involves large body rotations, not just translation) 

(Figure 3-1H). Given the limited propulsive forces and torques of the robot (or animal), 

some modes can lead to traversal, while others lead to being trapped. Thus, to traverse, the 

robot (or animal) must propel to destabilize itself from attraction by the basins/modes of 

entrapment and overcome potential energy barriers to transition to the basins/modes that 

lead to traversal. Because these barrier-crossing transitions are highly strenuous (requiring 

the generation of large propulsion and work compared to the robot’s (or animal’s) capacity), 

it is beneficial to sense the potential energy landscape, find saddles (lowest points) on the 

barriers, and cross the barriers via saddles, as doing so has the least resistance and requires 

the least effort [26]. 
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Our lab’s recent simulation study supports the usefulness of obstacle contact force 

and torque sensing in real robots [237]. By sensing the total obstacle interaction force from 

a known type of obstacle, a simulation robot can escape from entrapment in a more 

strenuous locomotor mode and transition to a less strenuous mode, thereby traversing with 

less effort or even enabling traversal given limited propulsion. 

Given these advances in modeling environmental physical interaction in densely 

cluttered terrains using potential energy landscapes, as well as simulation evidence of the 

usefulness of sensing physical interaction, how to sense the potential energy landscape is 

unsolved. A system’s potential energy landscape gradients are the conservative forces and 

torques, so, to sense the potential energy landscape, the robot must sense forces and 

torques. However, obstacle contact forces and torques also have contributions from non-

conservative forces (frictional forces, damping forces, inertial forces, etc.) and torques. 

Yet, our lab’s previous works demonstrated that the system’s locomotor mode transition 

dynamics are strongly governed by the potential energy landscape in densely cluttered 

terrains [26]. This suggests that the conservative forces and torques (landscape gradients) 

dominate, and the non-conservative forces and torques are small. In other words, the total 

contact forces and torques should well approximate the conservative forces and torques. 

Thus, we hypothesized that the potential energy landscape can be reconstructed from 

obstacle contact forces and torques. 

Testing our hypothesis requires a robot with custom onboard sensors to measure 

obstacle contact forces and torques on its body. Many robots already equipped one 

force/torque sensor in each leg to sense foot–ground interaction [158,159], which may help 

stabilize upright running and walking on the ground with small unevenness (<< leg length) 



93 

 

[82,106,254]. However, traversing cluttered large obstacles (i.e., terrain unevenness ~ leg 

length) requires sensing the more general body–terrain interaction. To traverse densely 

cluttered terrain, the robot transitions across locomotor modes with large body rotations, 

changing where the body contacts obstacles. Sensing every contact requires multiple 

sensors distributed over the body. Moreover, self-propulsion during interacting with 

cluttered large obstacles always induces continual collisions with the obstacles [26], where 

sophisticated commercial sensors capable of measuring both forces and torques (e.g., ATI 

F/T sensors, OnRobot HEX-E series, FUTEK LCF series) are too fragile for this purpose 

(and too expensive to have multiple ones). Recent studies began to address this problem 

by developing flexible sensory arrays [144,161–165]. However, these sensors only provide 

1-D force (normal force) sensation, have long sensory cycles (for sequentially measuring 

a voltage on each cell), have obvious dead zones and delay, and require substantial effort 

and special equipment to manufacture. All these challenges encouraged us to develop new 

custom sensors and sensing strategies.  

Here, we take the next step towards our vision by creating a robot equipped with 

custom distributed force and contact sensors on its body for sensing obstacle contact forces 

and torques, and using the robot to test how well the potential energy landscape can be 

estimated from the sensed forces and torques. Specifically, the robot senses contact force 

and position with each obstacle from two kinds of custom sensors, and calculates the 

resulting torque. We controlled the robot to traverse cluttered obstacles with prescribed 

trajectories over a broad range of relevant states (including both transitions and rotations) 

while sensing forces and torques, and tested how well the sensed obstacle contact forces 

and torques matched the landscape gradients and how well the potential energy landscape 
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was estimated. We also tested whether using normal forces (i.e., eliminating friction) and 

torques improved the landscape gradient estimation. 

Attempting to further improve the landscape gradient estimation, we considered 

robotic active sensing behavior. It is well-known that many animals use active sensing 

behavior when physically interacting with obstacles [226,255]. However, the mechanics of 

how this modulates the sensed signal and benefits obstacle estimation are not fully 

understood. To begin to understand animal behavior and learn how to apply this to robots, 

we controlled the robot to make a feedforward motion similar to a prospective active 

sensing motion observed from an animal, and tested how this modulates the sensed forces 

and torques. 

3.5 Results 

3.5.1 Model system  

Our study focuses on the model system of grass-like beam obstacle traversal, 

building on our lab’s previous works [31,36,226] (Figure 3-2A, B). To traverse relatively 

stiff, cluttered beam obstacles with gaps narrower than its body width, the discoid 

cockroach or a cockroach-inspired robot often transitions from a strenuous pitch mode 

(pushing forward across beams with large body pitching), which requires a large propulsive 

force and mechanical energy cost (Figure 3-2A, B, blue), to a much easier roll mode 

(rolling into beam gaps and maneuvering through), which requires a much smaller 

propulsion and mechanical energy cost (Figure 3-2A, B, red). When the trajectory of the 

system (Figure 3-2C) is viewed on the potential energy landscape over the animal’s or 

robot’s body roll-pitch space (Figure 3-2D), this pitch-to-roll transition (Figure 3-2C, iii’) 
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requires escaping the entrapment in a pitch basin (Figure 3-2D, ii, iii, blue), crossing a 

potential energy barrier, and reaching a roll basin (Figure 3-2D, ii, iii, red). These basins 

emerge and morph as the body moves forward, changing the pitch-to-roll transition 

potential energy barrier (Figure 3-2D, ii, iii, gray dashed curve). 

 

Figure 3-2: Model system of cluttered beam obstacle traversal. (A, B) When (A) a 

cockroach and (B) a minimalistic, feedforward robot traverse cluttered grass-like beams 

with small gaps (< body width), they either use a strenuous pitch mode to push across (left, 

blue) or a less strenuous roll mode, where after rolling they maneuver through the gap 

(right, red) [31]. (C) Schematics of animal or robot’s body interacting with two beams. The 

body was an ellipsoid (checkered). The beams were rigid rectangle plates (green) attached 

to the ground with torsional springs at the bottom. After coming close to the beams (i), the 
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body interacts with beams either using the pitch mode (ii, iii) or transitioning to the roll 

mode (iii’). (D) Snapshots of the potential energy landscape over roll-pitch (α-β) space. 

Before physically interacting with the beams (i), the landscape has a global basin. During 

interaction (ii, iii), a pitch basin and left- and right-roll basins emerge on the landscape, 

separated by potential energy barriers (gray dashed curves). The start (running), pitch, or 

roll locomotor mode (white, blue, or red circles in (C)) emerges as the system is attracted 

to the global, pitch, or roll basin (white, blue, or red circle in (D)), separately. Arrows on 

the landscape show examples of state trajectory. Adapted from [31]. 

3.5.2 New robot capable of obstacle contact force and torque sensing 

To systematically study obstacle contact force and torque sensing and landscape 

reconstruction, we iteratively developed (Figure 3-10) a minimalistic, cockroach-inspired 

robot (Figure 3-3) with the ability to sense contact forces and torques while moving 

forward at a constant speed, with prescribed body roll and pitch that was varied across 

trials. 

Our robotic system is upgraded from the previous sensor-less robot for studying the 

passive dynamics of the system [31], consisting of a robot with an outer shape similar to 

the discoid cockroach traversing a pair of deflectable beams (Figure 3-3A), mimicking the 

cockroach traverses grass-like obstacles. Upon the previous design, the robot was further 

cropped from a full shape (Figure 3-3B, translucent green) to only keep the regions that 

contact the beams. To sense contact forces and torques, we separated the robot into body 

and shells, added customed 3-D force sensors between the body and shells (Figure 3-3B, 

magenta), and added contact sensors to the shell surface (Figure 3-3B, yellow and orange). 

The body was driven forward (Figure 3-3A, white) by an external translational motor 

(Figure 3-3B, black) to emulate the forward propulsion generated by legs, but without 

adding legs. For systematically measuring obstacle contact forces and torques over a broad 
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range of roll and pitch, which are needed to reconstruct the potential energy landscape, we 

added two motors (Figure 3-3B, red and blue) that rigidly attached to the robot rotational 

axes (Figure 3-3A, red and blue),  to prescribe body roll and pitch. 

   

Figure 3-3: New robotic system for sensing obstacle contact forces and torques. (A) 

Photo of the system consisting of a robot with force and contact sensors and two beams. x, 

y, and z axes show the lab frame. White, red, and blue arrows show translation in fore-aft 

(x), and rotation in roll (α) and pitch (β) directions, separately. (B) CAD model of the robot. 

The shells were cropped from a full shape (translucent green). The robot is propelled 

forward along +x direction at a constant speed (white arrow in (A)) by a servo motor via 

gear-rack mechanism (black). Body roll and pitch (red and blue arrows in (A)) are 
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controlled by servo motors (red and blue). To sense contact forces and torques on the body, 

3-D force sensors (magenta) and touch sensory cells (yellow and orange) are added. To 

verify the robot rotation, an inertial measurement unit (IMU, cyan) is added. x’-, y’-, and 

z’- axes show the robot body frame. (C) Custom 3-D force sensor calibration. Curves show 

the sensor readout r (red: x’, green: y’, blue: z’) as a function of applied force F in body (i) 

x’-, (ii) y’-, and (iii) z’- axes, separately. Solid and dashed curves are from the left and right 

sensors, separately. It is hard to differentiate the left and right curves, because the two 

sensors are highly identical. Formula shows linear regression results between sensor 

readout r and applied force F in the same axes, which all show high linearity (R2 = 0.999). 

(D) Touch sensory cells on the surface and edge, detecting contact positions. They enable 

contact torque calculation when combined with force sensing. (E) Maximal (i) position and 

(ii) normal direction error on each touch-sensitive cell. The pattern of cells is from robot 

bottom view. x’- and y’-axes show robot body frame. Because the left and right shells are 

mirrored, only the right shell is shown. Because the cells above the edge are mirrored from 

those beneath the edge, only the bottom cells are shown. Bar rooting at the center of a cell 

shows error on that cell, whose height and color shows error magnitude. With a careful cell 

pattern design, the maximal position and normal direction errors are small and roughly 

constant across the shell surface.  

3.5.3 Contact force and torque sensor design and calibration 

To sense obstacle contact forces and torques, we added force and contact sensors 

to the robot. Specifically, to measure the contact force with either beam, the robot’s outer 

shell was separated into left and right parts. We connected each piece of shell with the body 

frame via a custom small (58 mm × 44 mm × 22 mm), low-cost 3-axis force sensor (Figure 

3-3B, magenta), each consisting of three load cells serially connected and orthogonal to 

one other. Each load cell provided a separate force measurement along the robot body x’-, 

y’-, or z’-axis, with a labeled range of  20 N and precision of  0.004 N, which suited our 

experiment where the contact forces were < 10 N. A force calibration (Figure 3-3C) shows 
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that both left and right custom force sensors have high linearity between their readouts and 

applied forces in the same body frame axes (R2 = 0.999) and small crosstalk between their 

readouts and applied forces in different axes (< 4%). See Section 3.8.4 for force sensor 

calibration method. To get contact torque, we detected the contact position with each beam 

by attaching sectioned touch-sensitive cells (Figure 3-3D) made of copper tape [256] on 

the shell surface (Figure 3-3B, yellow) and metal wires (0.5 mm in diameter) on the shell 

edge (Figure 3-3B, orange), and calculated the contact torque combining the contact force 

and position data. The pattern of the touch sensory cell distribution was carefully designed 

so that the measurement resolutions of contact position and normal direction were within 

small thresholds (i.e., position resolution < 11 mm, normal direction resolution < 5°, see 

Section 3.7.3 for definitions) (Figure 3-3E), which is achieved by gradually revising touch 

sensor pattern design in the iterative development process (Figure 3-10). 

3.5.4 Trends of contact forces and torques matched with the landscape gradients 

To estimate the potential energy landscape over the state space (x-α-β, 

corresponding to fore-aft position, roll, and pitch angles) in the model system of beam 

traversal, we let the robot systematically vary the fore-aft position and roll and pitch angles. 

Before each trial, the roll and pitch angles were set to the desired values, and then the body 

was driven forward to traverse the beam obstacles, while the force sensors recorded the 3-

D contact forces (Figure 3-4A, red) and the contact sensors recorded the contact positions 

with each beam on the body (Figure 3-4A, orange) at 50 Hz. Contact roll and pitch torques 

from each beam were calculated based on contact forces and positions (see Section 3.7.3). 

We observed several trends of the measured forces and torques (Figure 3-4B, C) 

in the x-α-β space, namely, the fore-aft force Fx, roll torque Tα, and pitch torque Tβ. (1) The 



100 

 

fore-aft force was always negative (averaged Fx = −2.0  0.4 N) when the robot contacted 

the beams. (2) For a small roll angle (α = 0° – 30°), the roll torque was near-zero (averaged 

Tα = 7  17 N∙mm). (3) For a large roll angle (α = 35° – 40°), the roll torque was positive 

(maximal Tα = 98  66 N∙mm) at first, but then suddenly reduced to negative (minimum Tα 

= −41  45 N∙mm). (4) For a small pitch angle (|β| = 10° – 20°), the pitch torque was 

positive (maximal T β = 27  22 N∙mm) at first, but then reduced to negative (minimum T 

β = −98  46 N∙mm). (5) For a large pitch angle (|β| = 25° – 40°), the pitch torque was 

always negative (averaged T β = −45  20 N∙mm). 

    

Figure 3-4: Estimating the potential energy landscape gradients using measured 

contact forces and torques. (A) Schematic of force analyses. The robot directly obtained 

the measured contact forces Fi (red arrows) from custom 3-D force sensors and contact 

positions (orange points) from touch sensors. Normal forces Ni (cyan arrows) were defined 

as the component of contact forces along surface normal directions measured by the contact 

sensors. Force arms ri (blue arrows) were the distance from the geometric center to the 

contact point. Measured or normal torques were the cross of force arms and measured (Ti 

= ri × Fi) or normal forces (Ti, N = ri × Ni), separately. (B and C) Measured, normal, and 

conservative contact (B) forces and (C) torques as functions of forward position x from a 

representative trial. Light and dark gray show where contacts with both beams are surface 
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and edge contact cases, separately. (D) Relative error ε of using fore-aft force Fx, contact 

force roll torque Tα, and pitch torque Tβ as the landscape gradients in surface contact cases. 

White and gray bars show measured and normal forces/torques, separately. See Section 

3.5.7 for definition of normal forces/torques. Bars and error bars are means ± 1 standard 

deviation of the average relative error of all average trials. *** P < 0.001, n.s.: not 

significant P > 0.05, Student’s t-test. 

Here, we further describe the evolution of the potential energy landscape as the 

robot traversed the beam obstacles (Figure 3-2D) to help understand how these observed 

trends matched those expected from the landscape. We defined the potential energy 

landscape similarly as in [31] (see Section 3.7.1). Before encountering the beams, the 

system’s potential energy was simply the robot’s gravitational potential energy. Because 

the robot was bottom-heavy, the potential energy landscape formed a global basin in the 

roll-pitch (α-β) section, whose global minimum was at zero roll and zero pitch (i.e., the 

horizontal posture, α = β = 0°) (Figure 3-2D, i). As the robot encountered and interacted 

with the beams, the average potential energy landscape in α-β section lifted, because more 

beam elastic energy was stored, and the system potential energy increased. The global basin 

evolved into a “pitch” basin, whose local minimum was at a negative pitch (|β| = 0° – 70°) 

and zero roll. At the same time, two “roll” basins emerged, whose local minima were at 

near-zero pitch and a positive or negative roll (around α =  50°) (Figure 3-2D, ii, iii). The 

pitch and roll basins separated by barriers (around α =  35°) (Figure 3-2D, ii, iii). 

Comparing the trends of measured forces and torques with landscape evolution, we 

found that the direction of contact forces and torques along x, α, and β directions were 

always inverse to the corresponding landscape gradients. Specifically, (1) the system 

potential energy increased with x (Figure 3-2D), suggesting a positive gradient along the 
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x direction. (2) The landscape gradients were near-zero when the robot’s state fell in the 

pitch basin and was near the local minimum (Figure 3-2D, ii, iii, blue) at a small roll angle. 

(3) The landscape gradient along α direction was initially negative when the robot’s state 

was in the roll basin to the +α side of the barrier (Figure 3-2D, ii, iii, red) at a large roll 

angle. (4) The landscape gradient along β direction was initially negative when the robot’s 

state was to the −β side of the local pitch or roll minimum. As the robot moved forward, if 

|β| was small, the landscape gradients along the β direction changed to positive as the 

landscape minimum shifted along −β direction and passed the robot’s state.  

The match between the trends of forces and torques and the landscape evolution 

suggested that the contact forces and torques were strongly related to the corresponding 

landscape gradients.  

3.5.5 Measured contact forces and torques roughly matched landscape gradients 

We further quantitatively compared the measured contact forces and torques with 

the conservative forces and torques (i.e., potential energy landscape gradients) from 

modeling, and found that they roughly matched each other (Figure 3-4B, C, measured vs. 

conservative). The measured forces and torques matched conservative ones with a small 

relative error of εx = 15%  3% in the x direction, εα = 19%  28% in the α direction, and 

εβ = 25%  9% in the β direction (Figure 3-4D, measured).  

These results showed that, despite not being fully conservative, the measured 

contact forces and torques enabled potential energy landscape gradient estimation. We 

speculated that the mismatch between the sensed forces and torques and the landscape 

gradients was caused by friction, collisions, inertial effects, etc. See Section 3.8.2 for 
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theoretical proof that the contact forces and torques should be the landscape gradients 

without these factors. 

3.5.6 Reconstructed potential energy landscape matched with ground truth 

calculation 

To test whether the measured contact forces and torques can infer the potential 

energy landscape, we performed Helmholtz decomposition [257] on them to reconstruct 

the landscape (see Section 3.7.5). We found that the reconstructed landscape (Figure 3-5A) 

and its gradients matched the ground truth calculations from modeling (Figure 3-5B) with 

a low relative error of εPE = 14.0% in potential and εGrad = 21.6% in gradients (Movie 4). 

By comparison, we also reconstructed the potential energy landscape using vision-based 

geometry sensing by assuming that beams are rigid (see Section 3.8.3), which had a much 

poorer reconstruction accuracy (relative error εPE = 180% in potential).  

These results showed that the measured contact forces and torques enabled potential 

energy landscape reconstruction. We speculated that although the measured forces and 

torques were not fully conservative, the Helmholtz decomposition compensated the non-

conservative parts and extracted a potential whose gradients best matched the measured 

forces and torques. 
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Figure 3-5: Potential energy landscape reconstruction. (A) Reconstructed and (B) 

ground truth potential energy landscape evolved as the robot moved forward. The presented 

landscapes are from the trials without head oscillation (f = 0 Hz) as a demonstration. (i) x 

= −88 mm, (ii) x = −48 mm, (iii) x = −8 mm. The landscape figures in the same column 

share the same colormap range.  

3.5.7 Using normal forces and torques improves estimation of conservative ones in 

surface contact cases 

The contact between the robot and obstacles can be of two kinds: surface contact 

and edge contact, where the contact point is on a 2-D surface (Figure 3-3B, yellow) or a 

1-D edge (Figure 3-3B, orange) of the robot, separately. The robot can easily identify the 

contact cases because it knows the triggered touch-sensitive cell. Both contact cases appear 

frequently (surface: 56%  16%, edge: 44%  16% among all trials). 

In the surface contact cases, because friction was one of the factors that caused a 

mismatch between sensed forces and torques and the conservative ones, we hypothesized 

that estimating the surface normal direction and using normal forces (i.e., the component 

of measured forces along the surface normal direction) and their torques to estimate 
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conservative ones eliminated the effect from friction (component along the surface 

tangential direction) (see Section 3.7.3). To verify this, we obtained the measured normal 

direction (Figure 3-4A, same direction as cyan) as that of the triggered touch-sensory cell. 

We found that the measured normal directions matched well with the ground truth 

calculations, with a small estimation error of 8% ± 4% in surface contact cases. We further 

calculated the normal forces and torques as the estimation of conservative ones. We found 

that the normal forces and torques better matched the conservative ones in the surface 

contact cases, reducing the estimation errors in the x direction to εx = 4% ± 3% from 16% 

± 3%, and β direction to εβ = 19% ± 8% from 25% ± 9% (P < 0.001, Student’s t-test). 

However, we found no significant improvement in the α directions (P = 0.37, Student’s t-

test) (Figure 3-4D, normal vs. measured).  

These results showed that using normal forces and torques improved landscape 

gradient estimation in surface contact cases. Besides, we also found that further improving 

the normal direction measurement accuracy promised better conservative forces and 

torques estimation (see Section 3.8.6). Further discussion on why using normal torques 

does not improve conservative torque estimation in α direction is in Section 3.6.8. 

3.5.8 Active robotic head oscillation improves estimation of conservative forces and 

torques in edge contact cases 

Although contact forces and torques are already good landscape gradient estimates, 

a robot or an animal benefit from a more precise landscape gradient estimation when 

traversing obstacles (See Section 3.6.5). We attempt to learn from the animal behaviors to 

improve landscape gradient estimation. Curiously, the discoid cockroach often exhibits 

up/down head oscillations (more than on flat ground [226]) (Figure 3-6A, B) while 
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pushing against large obstacles before transitioning to easier modes to traverse 

[31,35,36,226]. We speculate that such motions may be “exploratory” [195] to help an 

animal or robot sense landscape gradients over a small neighborhood of its current state. 

Specifically, we hypothesized that with a fast enough oscillation, the frictions in 

the back-and-forth motion cancel out each other when the oscillation frequency is filtered 

out. To verify this hypothesis, we controlled the robot to actively oscillate its head at a 

frequency of 2 Hz (which emulates the animal behavior after scaling, see Section 3.8.7) 

while traversing the beams, and compared the measured contact forces and torques with 

the conservative ones. We found that as the head oscillation involved, the measured forces 

and torques (after flitting out the head oscillation frequency) usually converged to the 

conservative one in the edge contact cases (Figure 3-6C-E). With head oscillation (f = 2 

Hz), compared to without (f = 0 Hz), the measured forces and torques better matched the 

conservative ones in x direction, improving to εx = 5% ± 4% from 8% ± 3% (P = 0.0012, 

Student’s t-test), and β direction, improving to εβ = 17% ± 7% from 31% ± 12% (P < 0.001, 

Student’s t-test), but no significant improvement was found in α direction (P = 0.45, 

Student’s t-test) (Figure 3-6F).  

These results showed that active head oscillation improves landscape gradient 

estimation in edge contact cases and landscape reconstruction. Further discussion on why 

the active head oscillation does not improve conservative torque estimation in α direction 

is in Section 3.6.8. 



107 

 

  

Figure 3-6: Head oscillations modulated sensed contact forces and torques. (A) 

Snapshots of a cockroach oscillating its head while traversing cluttered large obstacles. 

Head flexion angle was defined as the relative pitch angle between the animal’s head and 

thorax. Red curve shows representative head oscillation from a trial. (B) Head flexion angle 

as a function of traversal progress when a cockroach traverses large, cluttered obstacles. 

Curves are individual trials. Thick, red curve is from the single trial in (A). White and gray 

backgrounds show the cockroach physically interacting with the obstacles or otherwise, 

separately. The cockroach oscillated its head in a larger amplitude when it physically 

interacted with the obstacles than otherwise. (C) Fore-aft force Fx, (D) roll torque Tα, and 

(E) pitch torque Tβ as functions of forward position x from a representative trial. As the 

total roll torque (sum from both beams) was near zero, we show the forces and torques 

from contact with the right beam only for better comparison. In the case with head 

oscillation (f = 2Hz), thin, dashed curves are original, unfiltered data (see Section 3.7.4), 

thick, solid curves are further processed by zero-phase digital filtering using a six-order 

Butterworth filter with a cut-off frequency of the corresponding head oscillation frequency 

for better comparison. Gray shows edge contact phase. (F) Relative error ε of using fore-

aft force Fx, roll torque Tα, and pitch torque Tβ as the landscape gradients in edge contact 

cases. White and gray bars show using measured force/torques without (f = 0Hz) and with 
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(f = 2Hz) head oscillation, separately. Bars and error bars are means ± 1 standard deviation 

of the average relative error of all average trials. *** P < 0.001, ** P < 0.01, n.s.: not 

significant P > 0.05, Student’s t-test. (A, B) are adapted from [226]. 

3.6 Discussion 

3.6.1 Major findings 

In summary, we built a robot capable of sensing obstacle contact forces and torques. 

Using a model system of grass-like beam obstacle traversal, we found that such sensing 

enabled the potential energy landscape gradient estimation and landscape reconstruction 

despite the measured forces and torques not being fully conservative. We also found that 

using normal forces and torques and a robotic active head oscillation improved the 

accuracy of landscape gradient estimation. This initial step introduces the potential energy 

landscape modeling to unknown, cluttered large obstacles where the robot physically 

interacts with them, similar to how machine vision enables robots to apply artificial 

potential fields to avoid sparse obstacles.  

3.6.2 Benefit from custom, distributed sensors 

Although reconstructing potential energy landscapes only requires total contact 

forces and torques, where one six-axis force and torque sensor is sufficient, we used a 

combination of custom distributed force and contact sensors for multiple reasons. Firstly, 

these custom sensors are low-cost (~$200 for all sensors and DAQ on our robot) and easy 

to repair (~10 min to repair one worn touch-sensitive cell) compared to a commercial 

sensor (~ $8,000 for a transducer, ~ 1 year repair cycle), which suits fast prototyping. 

Secondly, this distributed sensor design is robust against sensor damage. For example, a 

single touch-sensitive cell damage does not affect force sensory, and only causes a minor 
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error in contact point sensory information, which can also be easily mitigated from 

interpolation. Finally, the distributed force and contact sensors provide much richer 

information, such as contact force with either obstacle or local stress on the shell, that may 

be useful for future studies (e.g., as a robophysical model mimicking campaniform sensilla 

[140] on insect’s exoskeleton to study how an insect leverage mechanoreception to sense 

and traverse obstacles. See Section 3.6.5). Moreover, compared with flexible sensory 

arrays [144,161–165], our hierarchical sensory strategy to have multiple distributed 3-D 

force sensors, each monitoring multiple contact sensors, can easily achieve a similar 

contact sensing resolution, and faster, more accurate, multi-axes force sensing. 

3.6.3 Revealing potential energy landscape as a representation of physical 

interaction with the obstacles 

Although a previous review summarized that the potential energy landscape 

approach successfully modeled the locomotor-terrain physical interaction over many 

model obstacles and self-righting, and suggested that the robot (and animal) can identify 

distinct obstacles and transition to proper modes to traverse then one-by-one [26] (proved 

to be practical in [111]), many problems are unsolved to keep this approach from real 

applications, e.g., whether the potential energy landscape modeling can be generally 

applied to physical interactions between any robots and any large obstacles; how to deal 

with the situation where the obstacles are too dense to separate (e.g., in Figure 3-1F). Since 

the contact forces and torques are ubiquitous in physical interaction with the obstacles, and 

we found a relation to transform contact forces and torques to a potential energy landscape 

(see Section 3.8.9 for another example of successfully reconstructing potential energy 

landscape from obstacle contact force and torque measurement using another robot), we 
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show that the potential energy landscape approach is applicable to all large obstacles (note 

that this claim does not indicate that the potential energy landscape dominated all obstacle 

interaction dynamics, see [26] for discussion on its limitation). Moreover, the relation also 

indicates that the potential energy landscape is a representation of physical interaction with 

the obstacles, similar to a neural network serving as a general representation of complex 

mathematical formulas [258,259]. This inspires further studies to leverage other data-

driven approaches [260] to identify the landscape in unknown terrains, and provides 

simplified conceptual modeling of physical interactions with obstacles as a starting point 

for control strategy development (see Section 3.6.6 for an example). 

3.6.4 Why and how head oscillation leads to better landscape gradient estimation 

In each trial, the robot held its rotation and moved forward at a constant speed. We 

speculate that in that case, the system was dominated by normal forces and friction, 

whereas speed-dependent forces (e.g., damping forces) and inertial forces were small. In 

the edge contact cases, we speculated that the fast head oscillation made the contact friction 

cancel out temporally. When the robot’s head was static (relative to the body), under a 

kinetic Coulomb friction assumption, the contact friction f was along the direction of 

relative velocity 𝑣0⃗⃗⃗⃗  between the body and the beam, and its amplitude depended on the 

normal contact force N and friction coefficient μ: 𝑓 = 𝜇 |𝑁|
𝑣0⃗⃗ ⃗⃗  

|𝑣0⃗⃗ ⃗⃗  |
. When the robot head 

oscillated up and down, it added an oscillatory velocity ±𝑣𝑎𝑑𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ to the original relative 

velocity between the body and beams, and the contact friction was along the direction of 

this new relative velocity as 𝑣1
±⃗⃗⃗⃗  ⃗ = 𝑣0⃗⃗⃗⃗ ± 𝑣𝑎𝑑𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ for upward and downward head motion 

separately. When the head oscillation frequency is large enough, 𝑣𝑎𝑑𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  dominated the 
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relative velocity, which made the latter roughly the same amplitude and inverse direction 

in the back- and forth- motion, 𝑣1
±⃗⃗⃗⃗  ⃗ ≈ ±𝑣𝑎𝑑𝑑⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, and so did the friction, which canceled out 

each other when averaged temporally. Thus, the sensed contact forces and torques were 

closer to the conservative forces and torques. 

Note that, in the surface contact cases, a head oscillation may not significantly 

improve the normal direction estimation, because the actuated motion may be 

perpendicular to the friction direction, so the friction won’t cancel out. On the other hand, 

we also observed that the animal's whole body had obvious body oscillation in the fore-aft 

and lateral direction [31,36,226]. We speculate that in a similar mechanism, these 

oscillations broke the friction and modulated the contact forces and torques to be closer to 

the landscape gradient. Further studies can test this by applying body oscillations in fore-

aft and lateral directions and observing how they modulate the force and torque sensory. 

3.6.5 Animal’s head oscillation may allow active sensing and local potential energy 

landscape estimation 

For obstacle traversal in real robotic applications and animal cases, the robot and 

the animal should estimate the local shape of the potential energy landscape (i.e., locally 

reconstruct the potential energy landscape) by estimating the conservative forces and 

torques and plan a prospective least-resistant path (this process could be simplified and 

encoded in the animal’s neural network). However, unlike long-range vision or finite-range 

antenna sensing [261], force and torque sensing require direct contact. To estimate a 

potential energy landscape, a robot or an animal must move around the neighborhood of 

its current state and collect sensory data. However, unlike in our experiment, where the 
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robot freely swept a large state space and used a global algorithm (e.g., Helmholtz 

decomposition) to compensate for the non-conservative forces and torques, with only a 

rough and quick exploration in local space, the robot or the animal cannot easily extract 

the conservative forces and torques due to limited samples. They have leveraged other 

information (e.g., geometry) and motion (i.e., active sensing behavior) to obtain the 

conservative forces and torques in local space.  

Previous biological studies in contact-based active sensing behavior [148,195,262] 

show that animals’ force sensing inherently involves sensor motion, i.e., animals often 

move their sensors to enhance sensation. For example, when encountering an obstacle, an 

insect uses its antennas to repeatedly touch the obstacle (e.g., cockroach [150,151]) or does 

an antenna search and sample behavior aided by body and head rotating (e.g., stick insect 

[153,154]), which locates the obstacle and induces turning to avoid collision [150,154,263]; 

a rat actively whisks (i.e., moving the whiskers back and forth) against objects when 

exploring the terrain [149,155–157]. From comparative robotic studies [264–266], this 

probably enables the animal to extract object contours [267,268]. We speculate that 

similarly, the discoid cockroach’s head oscillation in beam obstacle traversal [31,226] 

suggested a novel form of active sensing, which is useful for freely moving robots 

traversing cluttered large obstacles.  

Although our study shows that a similar robotic head oscillation modulated force 

and torque sensory signals to better capture physical interaction with the obstacles (in the 

form of potential energy landscape gradient), whether and how the animal leverages a 

similar mechanism during obstacle traversal remains not understood. To test this 

speculation, future studies should measure the animal’s muscle activity and neural signals 
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to first verify whether the head oscillation behavior is active or passively resulting from 

obstacle interaction. If it is an active behavior, studies can collect more biological 

observations and use robophysical models to examine the function of this behavior. 

3.6.6 How a free-running robot may use force sensing to facilitate transitions 

We speculate that our strategy to sense contact forces and torques to estimate 

landscape gradients and reconstruct the landscape will work in free-running robots. 

Because traversing cluttered large obstacles is highly strenuous, the robot needs to 

continually push against and intermittently collide with them [26], making it difficult to 

build up high momentum, i.e., it operates in a low-speed, small-acceleration regime, where 

the speed-dependent damping forces and inertial forces are likely small. Also, the robot 

often makes intermittent body contact with and pushes against large obstacles, likely 

resulting in large normal forces, whereas the associated frictional forces are usually 

smaller. Based on these, it is plausible that the conservative forces dominate the noisy 

contact forces even for a freely running robot, and our approach still applies. 

Towards this, we still need to solve major additional questions. Firstly, how to filter 

the noisy contact forces with the obstacle to infer the landscape gradients. When a self-

propelled, free-moving legged robot [111] negotiates with obstacles, the force sensory data 

can be substantially noisy because of friction and damping, oscillation from cyclic leg 

propulsion, and impulse from frequent collision with the beams. Studies can look for better 

mechanical design or signal processing methods to obtain the landscape gradients and 

reconstruct the landscape from the noisy sensory data. 

Secondly, how to use sensing to reconstruct the local landscape near the robot’s 

trajectory to enable a single, prior-free traversal. Future studies can adopt bio-inspired 
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approaches. For example, cockroaches [31,36,219,226] and ground beetles [269] often like 

to wedge in between obstacles like shrubs or rock cracks to go in to seek shelter. It is 

plausible that these animals use proprioceptive and tactile sensing [140,141] to detect or 

infer the obstacle resistance or resistive forces as they do so [226]. If this were the case, 

using such exploratory motions may allow these animals to sample contact forces and 

torques around their neighboring states and decide a direction with the least resistance to 

maneuver through/into the gaps/cracks. In other words, such animals’ preference to go 

towards weaker spots (if they have such preference) coupled with exploratory motions for 

force and torque sensing may lead them to follow small potential energy gradients to 

ascend towards saddles and make least-resistance transitions [215,216]. We speculate that 

the robot can use a similar bio-inspired approach to sample around neighboring states to 

reconstruct a local landscape, estimate and follow the lowest gradient direction to gradually 

find saddles, and make least-resistance transitions to traverse obstacles. Future studies can 

also combine vision (or geometry detection) with force and torque sensing to enlarge local 

landscape detection region, and adapt other numerical algorithms for finding saddles and 

maximum-likelihood transition paths between local stability basins in physical chemistry 

[215,270–274]. 

Ultimately, we hope to build on this initial sensing and landscape reconstruction 

work to enable self-propelled, free-moving robots, during a single, prior-free traverse with 

substantial sensing noise, to use a range of exploratory motions to sample forces and 

torques around its current state, estimate and follow the lowest gradient direction and 

follow it to gradually find saddles, and control its self-propulsion to cross saddles to make 

least-resistance transitions to traverse cluttered large obstacles. 
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3.6.7 Full modeling of stochastic dynamics in large obstacle traversal 

Building on the potential energy landscape modeling, future studies should model 

the robot (and animal) locomotion during cluttered large obstacle traversal as a potential 

energy landscape-dominated, stochastically perturbed dynamics with diffusion (i.e., 

Langevin dynamics [275–277]), where friction, damping, kinetic energy fluctuation, and 

inertia effects will also be considered [26]. The Langevin equations will greatly improve 

the prediction of the system dynamics, especially in the neighborhood of the saddle point, 

because around saddle points, the potential gradients are near zero, and the friction, 

damping, and oscillation will dominate the robot dynamics. Reliably producing Langevin 

dynamics models will improve our understanding of biological motion and create new 

possibilities for robot control in challenging terrains. 

3.6.8 Remaining issues in this study 

Currently, the distributed touch-sensory cells require the obstacle surface to be 

conductive (and better be grounded), which limits its access to nature. They are also worn 

out due to consistently rubbing against the obstacles (in ~100 trials of experiments). We 

should seek other touch detection mechanisms (e.g., dome switch [278]) for out-of-lab 

applications.  

The potential energy landscape reconstruction did not show steep gradients near the 

barrier like the ground truth calculations (Fig 5, iii, around roll α = 35°). We speculate that 

this was because the state space of the steep gradients was small, and insufficient samples 

were taken in the neighborhood. A possible solution is to obtain more samples in the region 

with steep gradients. 



116 

 

Neither using normal roll torque nor involving head oscillation improved roll torque 

estimation. We speculated that this was because the pitch basin was flat along the roll 

direction, where the conservative roll torque was near zero, and the friction-resulted torque 

dominated the measured roll torque. We speculate that this can be better explained using 

Langevin dynamics (see Section 3.6.7).  

3.6.9 Envision torque sensing guiding self-righting 

As the potential energy landscape modeling also reveals physics principles of self-

righting of animals and robots [37,279], we foresee that torque sensing can guide better 

self-righting. Because the potential energy landscape of self-righting varies dramatically 

with the ground geometry [37], we envision that the capability of reconstructing the 

potential energy landscape on an unknown ground will benefit the animal or the robot by 

identifying the least-resistance rotating direction to apply direct perturbation to self-right. 

Because self-righting only involves rotational dimensions, sensing ground reactive torque 

is sufficient for landscape reconstruction. However, self-righting is highly dynamic and 

unavoidably involves fierce perturbation from wing opening and leg flailing. Therefore, 

the inertial effect and impulses can heavily bias the sensed ground reactive torque.  

3.7 Methods 

3.7.1 Potential energy landscape modeling 

The system’s potential energy PE was the sum of the gravitational potential energy 

of the robot PEG and the elastic potential energy from the beams PEE: 

𝑃𝐸𝐺  =  𝑚𝑔(Δ𝑧 − ℎ), (3-1) 

𝑃𝐸𝐸  =  ½ 𝑘1𝜃1
2  +  𝜏1𝜃1  +  ½ 𝑘2𝜃2

2  +  𝜏2𝜃2, (3-2) 
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𝑃𝐸 =  𝑃𝐸𝐺 + 𝑃𝐸𝐸  =  𝑚𝑔(Δ𝑧 − ℎ)  +  ½ 𝑘1𝜃1
2  + 𝜏1𝜃1  +  ½ 𝑘2𝜃2

2  +  𝜏2𝜃2, (3-3) 

where m was the mass of the robot, g was the gravitational acceleration, Δz was the vertical 

distance between the geometric center and center of mass, θ1,2, k1,2, and τ1,2 are the 

deflection angles, the torsional stiffness, and the preload of the left and right beams, 

separately. See Section 3.8.1 for more details. 

3.7.2 Robot experiment protocol 

Before each trial, the robot was positioned at a distance of 200 mm (x = −200 mm) 

from the beams, at a height of z = 138 mm from the beams’ bottom edges, roughly in the 

middle of the two beams (y = −6 mm) and pointing forward (body yaw γ = 0°). The robot 

was rotated to the desired roll and pitch angle. The beams were set vertically and moved to 

have a gap of 130 mm wide symmetric to the robot. The robot’s head was aligned with the 

body (head pitch angle = 0°). All the force sensors were zeroed. Then, the robot’s head 

started oscillating between 0° and 20° at a frequency of f (for f = 0 Hz) until the end of the 

fore-aft translation, and the LabVIEW program started data recording. After a random 

period (to randomize the head oscillation phase), the robot was moved forward at a constant 

speed of 20 mm·s−1 by a distance of 500 mm, which guaranteed the robot passed the beam 

obstacle area fully, and the beams were bounced back to vertical. Finally, we stopped the 

head oscillation and data recording and moved the robot back to its initial position for the 

next trial. Two cameras (Logitech C920 HD PRO, Logitech, Switzerland) synchronized by 

Open Broadcaster Software (OBS) recorded the experiment from the side and the isometric 

views at a frame rate of 30 Hz and a resolution of 960×720 pixels (Movie 4). 
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We varied the head oscillation frequency f at 0 and 2 Hz. For head oscillation 

frequency f, we varied the roll angle α from 0° to 40° with an increment of 5° and the pitch 

angle β from −10° to −40° with a decrement of 5° (note that negative pitch angle meant 

pitching the body upward). At each combination of head oscillation frequency f, desired 

roll angle α, and pitch angle β, we performed five trials, which resulted in a total of n = 630 

trials.  

Note that because the robot frames and links were not stiff, the robot’s roll and pitch 

angles slightly changed (maximal roll angle change < 10°, maximal pitch angle change < 

5°) in each trial. We measured the roll and pitch angles from IMU to account for this effect. 

3.7.3 Force analyses and accuracy optimization 

The measured contact forces (Figure 3-4A, red) are directly measured from the 3-

D force sensors. The contact position (Figure 3-4A, orange points) was estimated as the 

center of the cell at the contact. Every cell on the robot shield-shaped surface (i.e., not on 

the edge) is a quadrilateral (Figure 3-3D), which is from two fractions of an ellipsoid. The 

center is calculated as the average of the four corners of each cell and projected to the 

ellipsoidal surface. The measured normal direction was defined as that of the curved 

surface of the shell shape at the center of the cell at contact. The normal force (Figure 

3-4A, cyan) was the component of the measured force along the normal direction. The 

moment arm (Figure 3-4A, blue) was the distance from the robot’s geometric center to the 

contact position. The measured or normal torque was the cross of the force arm and the 

measured or normal force, separately. The measured or normal torques along the roll, pitch, 

and yaw direction were the projections of the torque T along the roll (x’-, as yaw is zero), 

pitch (y-, as yaw is zero), and yaw (z-) axes, separately. The total measured and normal 
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forces and torques were the sum of those from the two beams. We don’t define normal 

direction, forces, and torques in the edge contact cases. Note that in this section, we made 

no assumption about the obstacle geometry, any obstacle properties, or body motion.  Thus, 

these analyses are applicable to various obstacles. 

To estimate contact position and normal direction, we minimized the maximal 

estimation error over the entire surface. The maximal estimation errors of contact position 

and normal direction were assumed to be at one of the four corners. We calculated the 

maximal position error (defined as the maximal distance from any point on the cell to the 

cell center) and maximal normal direction error (defined as the maximal angle between the 

normal directions from any point on the cell and cell center) on each cell as sensor  

resolution, and revised the pattern of the sensory cells to minimize the largest resolutions 

of the two aspects over the entire surface. 

3.7.4 Data filtering and averaging 

All the data (robot positions, orientations, head oscillation angles, forces, torques, 

etc.) were processed by zero-phase digital filtering (i.e., “filtfilt” function in MATLAB) 

using a six-order Butterworth filter with a cut-off frequency of 6 Hz for head oscillation 

frequency f = 2Hz, 1.5 Hz for f = 0 Hz, or 0.5 Hz, or 3 Hz for f = 1 Hz, respectively (See 

Section 3.8.7 for head oscillation frequency selection). As the measured data are consistent 

using the same treatment (see Section 3.8.8 for limited exceptions), to obtain the average 

data over these trials, we varied x from −100 mm to 200 mm with an increment of 1 mm, 

and we linearly interpolated the measured data over x and then averaged them over the five 

repeated trials. 
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3.7.5 Potential energy landscape reconstruction 

We used the measured contact forces and torques to estimate the vector field of 

landscape gradients in the x-α-β space, combining all averaged trials. Due to the slight 

change in the robot’s roll and pitch in each trial (see Section 3.7.2), the vector field base 

was heterogeneous (i.e., not strictly gridded). We applied a meshless Helmholtz-Hodge 

decomposition (HHD) [280] on this vector field to reconstruct the potential energy 

landscape. Only the potential energy landscape for x from −100 mm to 100 mm was 

reconstructed because our landscape model did not capture the beam bouncing back, which 

occurred after this range. To roughly unify the input data along the three axes, we 

multiplied a ratio of 0.01 to the input bases X along x-axis and multiplied the reciprocals 

of this ratio to the input vectors f(X) along x-axis so that the multiplication of the unit of 

the base and vectors—the potential energy—was unchanged. We chose a commonly used 

Gaussian kernel function ϕi(X) = exp(-σri(X)2), where ri(X) was the Euclidean distance 

between the base X and the i-th center in the unified x-α-β space, because this kernel 

function fit the expected continuous, 1-order smooth, non-periodic landscape. We 

generated the k = 2000 centers by performing k-means clustering on the input base X. This 

kernel number k allows robust estimation results (from a preliminary test, it had no 

significant performance reduction with even 60% data loss). We rejected any centers close 

to any input base x (< 10−4 unit) to avoid singularity in the calculation. See 3.8.5 for 

algorithm details. 

Note that the meshless Helmholtz decomposition also involves errors in landscape 

reconstruction. Even when performed on the conservative forces and torques, the landscape 

estimation still has a relative error of εPE = 2.1% in energy and εGrad = 12.5% in gradients. 
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3.7.6 Comparison criteria and statistics 

When comparing the measured data or reconstructed landscape with the model, we 

were only interested in the period when the robot interacted with the beam obstacles. Here, 

we defined two fore-aft positions: the attach position xa, where the robot first contacted all 

the beams, and the detach position xd, where the robot first detached from one of the beams 

and the beam bounced back. For each trial, the attach position xa was identified as x at the 

first time frame where both the beam angles θ are bigger than a threshold of 3°; the detach 

position xd was identified as x at the first time frame where either of the beam angle θ 

reached maximum.  

To compare fore-aft force Fx, roll torque Tα, and pitch torque Tβ to the model, we 

only chose the data from the attach position xa to the detach position xd. We averaged the 

absolute difference between the measured data and model over x and divided it by the 

maximal range of the model data to obtain a relative error ε: 

ε =
|𝑦(𝑥) − 𝑟(𝑥)|̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑟(𝑥)𝑚𝑎𝑥 − 𝑟(𝑥)𝑚𝑖𝑛 
× 100%, (3-4) 

where y(x) was the measured data, and r(x) was the model as reference. We used this 

criterion instead of a traditional relative error definition because the model data had near-

zero sections. To compare the measured potential energy landscape in x-α-β space to the 

model, we flattened the landscapes into 1-D (i.e., function “reshape” in MATLAB) and 

defined the relative error the same as above. To compare the measured landscape gradients 

in x-α-β space to the model, we first unify the data along the three axes by dividing the 

gradients along the x direction by 0.01 (see Section 3.7.5), then flattened the gradients into 
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a row of vectors (i.e., function “reshape” in MATLAB), and defined the relative error using 

the maximal norm of model data as the denominator: 

ε =
|𝑦(𝑥) − 𝑟(𝑥)|̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

|𝑟(𝑥)|𝑚𝑎𝑥 
× 100%. (3-5) 

All average data are reported as mean ± 1 standard deviation. We used Student’s t-

tests to test whether the normal direction estimation or increasing head oscillation 

frequencies reduced estimation errors of the landscape gradients or landscape 

reconstruction. All data analyses were performed using MATLAB R2021b (MathWorks, 

MA). All the statistical tests were performed using JMP PRO 17 (SAS Institute Inc., NC). 

3.8 Supplementary Information 

3.8.1 Calculating potential energy landscape of the system 

To calculate the potential energy landscape from first principle as ground truth 

calculation, we approximated the robot’s shell as its uncropped counterpart. The robot’s 

center of mass m = 0.53 kg was assumed to be at h = 8 mm below the geometric center, 

similar to that of the previous study [31]. Each beam was modeled as a massless rigid 

rectangular plate on a preloaded Hookean torsional joint without damping. For a given 

robot position and orientation, each beam’s deflection angle was calculated as the largest 

possible forward deflection angle by the body, or zero if no such angle existed. Therefore, 

the beam deflection angles and the elastic potential energy fully depend on the robot’s 

position and orientation. As the system potential energy is the sum of the gravitational 

potential energy of the robot and the elastic potential energy from the beam, the potential 

energy landscape depends on the robot’s position (x, y, z) and orientation (roll α, pitch β, 
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yaw γ). To calculate the landscape gradients, we took a central differentiation of the 

potential energy landscape along {x, y, z, α, β, γ} with a 10−4 unit perturbation. 

3.8.2 Proof that obstacle contact forces and torques are negative potential energy 

landscape gradients 

In this proof, we assume that the robot and obstacles move quasi-statically, and 

there is no friction or damping. The system has no kinetic energy, and the input work is all 

converted into potential energy: 

𝑊 =  Δ𝑃𝐸, (3-6) 

where W is the input work, and ΔPE is the change of the system’s potential energy. 

Examples of the input work are the propulsion from legs or air thrusters. As the body moves 

quasi-statically, the external forces and torques are balanced: 

𝐹𝐺,𝑞𝑖  + 𝐹𝑂𝐵,𝑞𝑖  +  𝐹𝑊,𝑞𝑖  =  0, 𝑞𝑖  ∈  {𝑥, 𝑦, 𝑧, α, β, γ}, (3-7) 

where FG, qi, FOB, qi, and FW, qi are the gravitational, obstacle contact, and external input 

forces or torques along x, y, z, α, β, or γ axes, separately. The external input forces and 

torques are the partial derivatives of the input work: 

𝐹𝑊,𝑞𝑖 = 
𝜕𝑊

𝜕𝑞𝑖
. (3-8) 

The system’s potential energy PE is the integral of conservative external forces and 

torques along relevant degrees of freedom, 𝑃𝐸(𝑋) = −∫ 𝑞 (𝑋 ) ∙ 𝑑𝑋 
𝑋

𝑋(0)
=

−∫ ∑ 𝑞𝑖(𝑋)𝑑𝑋𝑖𝑖
𝑋

𝑋(0)
, where 𝑋   = (x, y, z, roll, pitch, yaw) is the state vector, and 𝑞  is the 

generalized force. Therefore, the negative gradients of the potential energy are the sum of 

gravitational and obstacle contact forces or torques: 
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𝜕𝑃𝐸

𝜕𝑞𝑖
= −(𝐹𝐺,𝑞𝑖 + 𝐹𝑂𝐵,𝑞𝑖). (3-9) 

If the robot’s position and orientation can be sensed, we can calculate the obstacle 

contact forces and torques: 

𝐹𝑂𝐵,𝑞𝑖 = −( 
𝜕𝑃𝐸

𝜕𝑞𝑖
+ 𝐹𝐺,𝑞𝑖) , 𝑞𝑖  ∈  {𝑥, 𝑦, 𝑧, α, β, γ}. (3-10) 

i.e., the obstacle contact forces and torques are the negative potential energy 

landscape gradients, biased by the gravitational force and torque. 

Note that although the contact forces and torques are the negative gradients of the 

potential energy from the obstacle (𝐹𝑂𝐵,𝑞𝑖 = −
𝜕𝑃𝐸𝑂𝐵

𝜕𝑞𝑖
) for this beam traversal problem, this 

does not apply to other obstacle traversal problems, e.g., in the bump [33], gap [34], and 

pillar [35] traversal, where the obstacle does not possess potential energy. 

3.8.3 Potential energy landscape based on geometry 

To examine whether force and torque sensing enabled a potential energy landscape 

reconstruction better than geometry-based sensing, we generated a potential energy 

landscape assuming the beams were rigidly fixed, which should be the landscape 

reconstructed from perfect geometry-based sensing. Here, if we still assumed that the robot 

only moved in x-α-β space, we cannot appropriately define a finite potential energy when 

the robot had to penetrate a beam. Instead, we assumed that the robot adjusted its vertical 

position z to avoid the beams. The robot’s gravitational potential energy at the minimum 

possible z was defined as the system’s potential energy. 
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3.8.4 Robot design and manufacturing 

System design. The experiment system (Figure 3-3A) consisted of the robotic 

physical model (Figure 3-3B), a fore-aft sliding structure (outside Figure 3-3A) that 

actuated the robot to move along the fore-aft (x-axis) and vertical (z-axis) directions, and 

two flexible beams (Figure 3-3A, green), whose bases moved along the lateral (y-axis) 

direction. The robot had a body and a head (Figure 3-3B). The body consisted of a frame, 

a gyroscope mechanism, and links to control rotation. The head consisted of a frame, two 

pieces of front shell, two custom 3-axis force sensors (Figure 3-3B, magenta), and a 

custom data acquisition board (DAQ, Figure 3-3B, green).  

The shell was cropped from a shield-shaped counterpart (Figure 3-3B, semi-

translucent green), whose geometric centers were at the robot’s origin at zero head angle. 

The shell was separated from the middle, which ensured that each part of the front shell 

only contacted one of the beams. Only the beam-contactable area and a small outer margin 

were reserved. To best compare with the previous study [31], the axe lengths of the shell’s 

counterpart were kept the same as the previous design.  

The two beams were made and characterized using the same method as in [31]. 

Each beam was a rigid acrylic plate (30 mm width × 200 mm height) attached to the base 

via a 3-D printed torsional spring joint. The beams only allowed forward deflection. We 

chose to use the stiffest beams in [31] to maximize the force sensors’ signal-to-noise ratio.  

Actuation. The robot was actuated to rotate along roll and pitch directions (Euler 

angle follows the Tait-Bryan convention) and oscillate its head. To control the robot to 

rotate to the desired roll and pitch angles, we designed a gyroscope mechanism centered at 

the robot’s origin of the body frame and added two servo motors (DYNAMIXEL XC330-
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M288-T, ROBOTIS Co., South Korea) to separately control the roll (Figure 3-3A, B, red) 

and pitch angles (Figure 3-3A, B, blue). To enable head oscillation, we connected the body 

frame and the head frame via a servo motor (DYNAMIXEL XC330-M288-T, Figure 3-3A, 

B, pink) and used its encoder to record the head oscillation angle with a precision of 0.1°. 

The fore-aft sliding structure’s motion and beam bases’ motions were each powered by a 

servo motor (DYNAMIXEL XM430-W210-T, ROBOTIS Co., South Korea) via a custom 

gear-rack mechanism, and their motors’ encoders measured the displacements with a 

precision of 0.01 mm. All the servo motors were commanded and reported their rotation 

angles to a microcontroller (OpenCM 9.04, ROBOTIS Co., South Korea) at a frequency of 

50 Hz. 

Data acquisition. To obtain contact forces with the obstacles, the load cells with a 

labeled range of  20 N and a precision of  0.004 N (BF-02088B, HK Bingf Sci. & 

Technol. Corp., China) in the custom 3-D force sensor were read by the load cell amplifier 

chips (HX711, Avia Semiconductor, China) on the DAQ board. To obtain contact position, 

the touch sensory cells were connected to capacitive touch sensor chips (MPR121, 

Freescale Semiconductor, TX) on the DAQ board via a single wire and a pull-up resistor. 

When a cell contacted the grounded beam surface, the capacitive touch sensor detected the 

touch as a voltage drop. To monitor robot’s rotation, we installed an inertial measurement 

unit (IMU, Figure 3-3B, cyan, BNO055, Adafruit Industries, NY) on the robot body and 

connected it with the DAQ board. Preliminary tests showed that the IMU provided accurate 

rotation measurements with errors < 8° and < 2° for roll and pitch directions, separately. 

All the contact forces and positions and robot rotation sensory data were gathered by a 

microcontroller (Teensy 4.0, PJRC, OR) on the DAQ board at a frequency of 50 Hz. 
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The robot was attached to the hanging frame via a custom 3-D force sensor to 

monitor the hanging and propelling force. This force sensor consists of three load cells 

(5kg load cell, ShangHJ, China) serially connected and orthogonal to each other. With the 

load cell amplifier chip (HX711) along the lab x-, y-, or z-axis, with a labeled range of  

50 N and a precision of  0.02 N. To measure the beam deflection angles, we attached a 

potentiometer (100 K Ohm Potentiometer, HiLetgo, China) to each beam’s rotational joint 

via a parallel four-bar linkage. The two end terminals were powered at 5 Volt, and the 

voltage at the wiper was measured to calculate the rotation angle with a precision of 0.3°. 

The force sensory data from the top sensor and the beam angles were collected by a 

microcontroller (Arduino Mega, Arduino, Italy) at a frequency of 50 Hz. 

Sensor calibration. See Section 3.7.3 for load cell calibration. Because the bias 

shifted every time the DAQ restarted, we zeroed all force sensors before each trial of 

experiments. We characterized the torsional stiffness and preload of the beams by 

measuring the restoring torque about the joint as a function of joint deflection angle using 

a 3-axis force sensor (Optoforce OMD-20-FG, OnRobot, Denmark), similar to [31]. The 

torsional stiffness and preload of either beam were calculated from the slope and the 

intercept of the linear fit of the torque as a function of the deflection angle, which was 285 

N·mm·rad−1
 and 91 N·mm for the left beam and 324 N·mm·rad−1 and 77 N·mm for the 

right beam.  

Visualization. We used a LabVIEW program to bidirectionally communicate with 

the microcontrollers and record experimental data at a frequency of 50 Hz. The LabVIEW 

graphical user interface (GUI) allowed us to check all the sensory information including 

the robot’s position, orientation, head oscillation angle, force amplitudes, and contact 
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positions on each piece of front shell, propelling force, and the beams’ positions and 

deflection angles. It also allowed manual control to the system’s actuation in real time and 

conducting automatic pre-programmed experiments. 

3.8.5 Meshless Helmholtz-Hodge decomposition 

The idea of Helmholtz-Hodge decomposition [257] is to consider the vector field 

as a sum of a gradient vector field (i.e., curl-free) and a solenoidal vector field (i.e., 

divergence-free): 

𝑓(𝑿) =  𝑔(𝑿) +  𝑟(𝑿) =  −∇Φ(𝑿) + ∇ × 𝐴(𝑿), (3-11) 

where x is the independent variable vector, or the base of vectors (e.g., X = [x, α, β] in our 

case), g(X) is the gradient vector of a scalar potential Φ(X), r(X) is the solenoidal vector, 

which is a curl of the vector potential A(X). We used the scalar potential Φ as the estimated 

potential energy landscape.  

In meshless Helmholtz-Hodge decomposition [280], the scalar potential Φ(X) and 

the vector potential A(X) were approximated as a linear combination of the kernel functions 

ϕ of a group of scattered points (centers): 

Φ = ∑𝑎𝑖ϕ𝑖

𝑘

𝑖=1

, (3-12) 

A =  ∑[𝑏𝑖,1ϕ𝑖, 𝑏𝑖,2ϕ𝑖, 𝑏𝑖,3ϕ𝑖]
𝑇

𝑘

𝑖=1

=∑(ϕ𝑖𝐼)𝑏𝑖

𝑘

𝑖=1

, (3-13) 

where k is the number of centers, ϕi is the kernel function at the i-th center, ai and bi = [bi,1, 

bi,2, bi,3]
T are its coefficients of the linear combination, and I is a 3×3 identity matrix. At a 
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given base X, the gradients fg(X) and solenoidal fs(X) vector field are represented by the 

gradients of kernel function: 

𝑓𝑔(𝒙) =  ∑𝑎𝑖∇ϕ𝑖

𝑘

𝑖=1

= (∇ϕ)𝑇𝑎, (3-14) 

where ∇ϕ ∶= [∇ϕ1, … , ∇ϕ𝑘]
𝑇 , 𝑎 ∶= [𝑎1, … , 𝑎𝑘]

𝑇, 

𝑓𝑠(𝑿) =∑∇× ϕ𝑖𝐼𝑏𝑖

𝑘

𝑖=1

= (∇ × ϕ𝐼)𝑇𝑏, (3-15) 

where ∇ × ϕ𝐼 ∶= [
∇ × ϕ1𝐼
…

∇ × ϕ𝑘𝐼
]

3𝑘×3

, 𝑏 ∶= [𝑏1,1, 𝑏1,2, 𝑏1,3, … , … ,… , 𝑏𝑘,1, 𝑏𝑘,2, 𝑏𝑘,3]
𝑇
. 

We speculated that the meshless landscape reconstruction algorithm that we applied 

suits applications of a legged mobile robot that moves on cluttered terrain. In these cases, 

because the robot’s motion emerges from its self-propelled interaction with the obstacles, 

the robot cannot fully control and systematically vary its translations and rotations. The 

sensed force data can be heterogeneously scattered in the state space (i.e., not on a meshed 

grid) and sometimes missing in time series, which hinders applying reconstruction 

algorithms that need evenly gridded data [281–285]. In contrast, the meshless algorithm 

handles the fragmented sensor data and allows for reconstructing the landscape locally in 

the state space, which is sufficient for most state-feedback controllers (see Section 3.6.6 

for details).  
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3.8.6 More accurate normal direction measurement allows better landscape 

gradient estimation 

In the main text, we showed that using normal forces and torques improves the 

estimation of conservative ones compared with directly using the measured ones. Here, we 

hypothesize that more accurate normal direction measurement further improves the 

estimation. To test this, we obtained the normal direction from modeling), obtained the 

measured force component along this direction and their resulting torques (mentioned as 

semi-measured normal forces and torques). We found that in surface contact cases, 

compared to the measured normal forces and torques, the semi-measured ones further 

improved matching in β direction to εβ = 5% ± 3% from 19% ± 8% (P < 0.001, Student’s 

t-test) but no significant improvement in the x direction (P = 0.07, Student’s t-test) (Figure 

3-7). 

 

Figure 3-7: Relative error ε of using fore-aft force Fx, contact force roll torque Tα, 

and pitch torque Tβ as the landscape gradients in surface contact cases. White, light 

gray, and dark gray bars show measured, measured normal, and semi-measured normal 

forces/torques, separately. Bars and error bars are means ± 1 standard deviation of the 

average relative error of all average trials. *** P < 0.001, n.s.: not significant P > 0.05, 

Student’s t-test. 
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Further studies can try to improve the accuracy of normal direction measurement 

by designing and manufacturing touch-sensitive cell patterns of smaller spatial resolution 

and involving vision combine this with obstacle geometry detection to assist normal 

direction estimation. 

3.8.7 Head oscillation frequency selection 

We selected the robot’s head oscillation frequency based on the observed animal 

behavior [226]. When exploring and negotiating the beams, the discoid cockroach 

oscillated its head within a highly variable frequency (Figure 3-6A, B). To obtain its 

average oscillation frequency, we separated each head oscillation cycle into two phases—

the downstroke, where the head pitched downward relative to the body (increasing head 

angle), and the raising phase, where the head angle decreased. We defined the head 

oscillation amplitude as the maximal range of head angles. Average head oscillation 

angular velocity was this amplitude divided by the duration of each phase. The mean 

amplitude over each attempt and mean average head oscillation angular velocity over each 

attempt were 15°  9° and 145°  100° ·s−1 in the lowering phases and 16°  10° and 150° 

 90° ·s−1 in the raising phases for all the observed head oscillation cycles [226]. Using 

these data, we calculated the average head oscillation frequency to be roughly 5 Hz for the 

animals. Because the animal traversed the beam obstacle in 4  1 seconds from initial to 

final contact [226] while the robot traversed in roughly 10 seconds, the robot head 

oscillation frequency was chosen to be 2 Hz so that both oscillated about the same ~20 

number of cycles during traversal. 
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We also used two other lower oscillation frequencies, 0.5 Hz and 1 Hz, to test how 

oscillation frequency affects the conservative force and torque (i.e., landscape gradient) 

estimation in edge contact cases. We observed that for both low head oscillation 

frequencies (f = 0.5, 1 Hz), the estimations were not improved or even worse than without 

head oscillation (f = 0 Hz) (P < 0.001, Student’s t-test) (Figure 3-8). We speculate that, as 

the head oscillation frequency was low, the relative velocity between the robot and the 

obstacle at the contact, i.e., the direction of frictional forces, was not governed by the 

oscillatory motion. So, the frictions from back-and-forth motion did not cancel out each 

other when averaged temporally. See Section 3.6.4 for explanations. 

  

Figure 3-8: Relative error of potential energy landscape gradient estimation and 

landscape reconstruction with various head oscillation frequencies. (A, B, and C) are 

relative error εx, εα, and εβ of using (A) fore-aft force Fx, (B) roll torque Tα, and (C) pitch 

torque Tβ as the landscape gradients, separately. See Section 3.7.6 for the definition of 

relative error. Lines and error bars are means ± 1 standard deviation of the average relative 

error of all average trials. *** P < 0.001, ** P < 0.01, n.s.: not significant P > 0.05, 

Student’s t-test. Brackets and asterisks show comparisons described in Section  3.8.7. 

3.8.8 Various force sensing data observed in repeated experiments 

Although our data showed consistency for repeated experiments (x-average 

coefficient of variation = 2%  1% for Fx, 2%  2% for Tα, 3%  3% for Tβ. See how we 
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averaged the repeated trials in Section 3.7.4, we also found that the result was various of 

some roll and pitch combinations when the head oscillation was involved (maximal 

coefficient of variation = 20%  9% for Fx, 24%  6% for Tα, 27%  5% for Tβ), probably 

due to the random starting phase of the head oscillation (see Section 3.7.2 and Section 

3.7.4). These trials 1  were mostly (86%) of the roll and pitch combination near the 

separatrix. We carefully observed the video recording of these trials and speculated that 

some were caused by head-oscillation-induced pitch-to-roll transition or sudden beam 

bouncing back. 

3.8.9 Successful adapted to sensing and landscape reconstruction strategies to 

another robot 

To test whether our strategies to sense obstacle contact forces and torques to 

estimate the potential energy landscape gradient and reconstruct the landscape hold for 

other robots, besides the shield-shaped robot (Figure 3-3A), we also designed and built a 

rounded (i.e., without sharp edges) ellipsoidal robot of the same size (Figure 3-9A, B), and 

conducted the same experiment, where it systematically varied roll and pitch angles and 

was pushed through the beam obstacles, but only without head oscillation. 

To sense contact forces and torques, the robot was embedded with the same custom 

3-D force sensors (Figure 3-9B, magenta). The pattern of the touch sensory cell 

distribution was carefully re-designed (Figure 3-9C) to achieve high sensory accuracy 

(position resolution < 11 mm, normal direction resolution < 15°) (Figure 3-9D). Especially, 

 

1 For f = 2 Hz, {α, β} = {35°, 10°}, {30°, 20°}. For f = 0.5 Hz, {α, β} = {35°, 10°}. For f 

= 1 Hz, {α, β} = {35°, 10°}, {40°, 15°}, {40°, 25°}, {30°, 20°}. See Section 3.8.9 for 

experiments where f = 0.5 Hz and 1 Hz. 
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because the normal direction changes dramatically around the equator (increasing by 107° 

over a 50 mm arc length around z’ = 0 mm), the touch sensory cells were designed to be 

shortened along z’ direction to maintain a small normal direction resolution.  

For this ellipsoidal body shape, the measured forces and torques well matched the 

conservative forces and torques (i.e., negative landscape gradients), with a small relative 

error of εx = 12%  4% in the x direction, εα = 12%  11% in the roll direction, and εβ = 

26%  10% in the pitch direction. The reconstructed landscape and its gradients also well 

matched the ground truth calculation from first-principle calculations using the rounded 

ellipsoidal robot, with a low relative error of εPE = 8.6% in potential energy and εGrad = 

13.8% in gradients (Figure 3-9E). All the estimation errors are similar to or even smaller 

than that of the shield-shaped robot.  

These observations suggested that our obstacle contact force and torque sensing 

and potential energy landscape reconstruction strategies also adapt to other robot shapes 

(i.e., universality). Further studies should try to apply these strategies to more robot shapes 

and obstacle types as verification.  
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Figure 3-9: The same force and torque sensing and landscape reconstruction 

strategies were applied to a rounded ellipsoidal robot with no sharp edges. (A) Photo 

of the rounded ellipsoidal robot. (B) CAD model of the robot. The robot shell was cropped 

from a full ellipsoidal shape (translucent green). Other features are the same as in Figure 

3-3B. (C) Touch sensory cells detecting contact positions. The cells were designed to be 

shortened along z’ direction. (D) Maximal (i) position and (ii) normal direction errors of 

each touch-sensitive cell. The pattern of the cell is from robot side view. x’- and z’-axes 

show robot body frame. Because the left and right shells are mirrored, only the right shell 
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is presented. Bar rooting at the center of a cell shows error on that cell, whose height and 

color show error magnitude. (E) Relative error ε of using fore-aft force Fx, contact force 

roll torque Tα, and pitch torque Tβ as the landscape gradients, and using reconstructed 

landscape (PE) and its gradients to estimate the ground truth. White and gray bars show 

using shield-shaped robot (Figure 3-3A) and (A) rounded ellipsoidal robot, separately. 

Bars and error bars are means ± 1 standard deviation of the average relative error of all 

average trials. 

 

Figure 3-10: Iterative development of sensor-instrumented robot to enable force and 

contact measurement. (A) The first iteration. The robot was capable of head and abdomen 

oscillation and contact force sensing using commercial 3-D force sensors. This robot 

cannot sense the contact position nor separate the contact force with either beam, because 

the commercial 3-D force sensors were too bulky to place multiple of them in the confined 

space near the head. (B) The second iteration. Small, low-cost, custom-made 3-D force 

sensors were used. The head, body, and abdomen were separated from the middle so that 

the force sensors could individually sense the contact force from either beam. Sectioned 

cells were planted on the robot’s head and front body surfaces to enable contact position 

sensing. The robot often suffered from signal loss issues due to the long wiring to a DAQ 

board that was far from it. (C) The third iteration. To make the robot the same size and 

shape as in the previous study [31], the body and abdomen were merged, and the shell was 

designed to be shield-shaped. Customed DAQ boards (2 pieces) were deployed to reduce 

wiring and signal transmission issues. The robot was damaged once the gap between the 

head and body was caught by a beam. 
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Chapter 4 Bio-inspired control strategy for least-resistance obstacle 

traversal 
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4.3 Summary 

Insects like cockroaches excel at traversing complex 3-D terrains with cluttered 

large obstacles, outperforming even the most advanced robots. They achieve this by 

transitioning across locomotor modes. Previous studies discovered that such locomotor 

mode transitions correspond with barrier-crossing transitions on a potential energy 

landscape resulting from physical interaction between the animal/robot and obstacles. If an 

animal/robot crosses barriers near saddle points, it encounters the least resistance. 

However, potential landscape-based control studies largely focused on finding minima and 

maxima, whereas the traditional saddle-seeking methods assumed perfect knowledge of 

the landscape or did not control a physical agent to cross saddles. Here, we developed a 

bio-inspired control strategy for seeking and crossing saddle points on the potential energy 

landscape for least-resistance obstacle traversal. We tested it in a simulation of a self-

propelled ellipsoidal robot (similar to cockroaches) traversing grass-like beam obstacles. 

Inspired by cockroaches’ behavior of wedging into cracks between cluttered obstacles to 

go in, the simulated robot physically pushed and oscillated against the obstacles to sense 

contact forces and torques, which provided sufficient estimates of landscape gradients. This 

allowed the robot to reconstruct a local piece of landscape and estimated the direction to a 

nearby saddle point. Inspired by cockroaches’ and flying insects’ behaviors of frequent 

crosswind turning when identifying a plume direction, the simulated robot turned when the 

saddle point direction was not detectable. Our strategy enabled the robot to traverse the 

beam obstacles resembling a cockroach with increased probability and reduced time and 

energy costs. Varying parameters in our strategy gave various performances, which 

allowed the strategy to adapt to different needs. Our work not only merged the potential 
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energy landscape modeling in robotic planning and control, which further enlarged 

accessible terrain and facilitated critical applications, but also inspired new understandings 

of animals’ planning and control logic of obstacle traversal.  
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4.4 Introduction 

Many applications require mobile robots to navigate in complex terrains full of 

cluttered, large obstacles, such as search and rescue in earthquake rubble [27], 

environmental monitoring in mountain boulders and forest debris [28], and planetary 

exploration through large Martian and Lunar rocks [29]. One common approach for 2-D 

navigation on the ground floor is avoiding obstacles [253] using artificial potential fields 

(also called navigation functions) [95,96] (Figure 4-1A). Usually, robots use vision to 

detect obstacles. Then, they construct an artificial potential field (Figure 4-1B), which 

usually has a global minimum at the goal point to attract the robot, and artificially defined 

high potential regions around the obstacles to keep them away. For sparse obstacles, where 

the high potential regions from obstacles do not overlap, robots usually can follow a 

gradient descent path [97] to reach the goal while avoiding all obstacles. For slightly denser 

obstacles, where the high potential regions from some adjacent obstacles overlap, there is 

no gap between them for a gradient descent path. Following such a path from the starting 

point may lead to entrapment at a local minimum basin formed by the high-potential 

regions around the obstacles. To avoid entrapment, robots can perform global optimization 

strategies (e.g., particle swarm optimization [286], simulated annealing [287], etc.) on the 

artificial potential field to find a collision-free trajectory to the global minimum and follow 

it to reach the goal. Robots can also facilitate other strategies to avoid obstacles [98]. 
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Figure 4-1: Envisioned potential energy landscape approach to enabling legged 

obstacle traversal to complement obstacle avoidance based on artificial potential 

functions. (A) A legged robot navigates indoors by avoiding large obstacles. (B) Artificial 

potential field approach for obstacle avoidance. (C) Envisioned traversal of cluttered large 

obstacles (e.g., earthquake rubble for search and rescue). (D) Potential energy landscape 

approach for obstacle traversal. (A) Image courtesy of Pixabay on Pexels and Boston 

Dynamics. (B-D) Adapted from [26,31,95]. 

However, robot navigations based on the artificial potential field approach fail in 

terrains with densely cluttered (spacing ~ or < body size), large (~ or > body size) obstacles 

(Figure 4-1C), where a collision-free trajectory to the goal point simply may not exist. To 

traverse such obstacles, robots must physically interact with (e.g., climb over, squeeze 

through, push over) them, which leads to multiple challenges: physical interaction with 

obstacles often requires large 3-D rotations [26], which is dangerous (e.g., robots may flip 

over when losing stability) and strenuous [31]. The robots cannot easily accumulate kinetic 

energy due to the continuous collision with the obstacles. Also, the urgency in applications 
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often requires the robot to reduce traversal time. All of these challenges encourage the 

robots to control their self-propulsion to generate appropriate forces and torques and plan 

and follow small-resistance trajectory (i.e., not only a 2-D path on the ground but a 

trajectory involving both translation and rotation) to reduce time and energy cost. 

Towards this vision and inspired by the high-performance traversal of animals 

through densely cluttered obstacles, our lab established a new potential energy landscape 

modeling approach to explain and predict the locomotor modes and transitions. Potential 

energy landscapes emerged from the physical interaction of robots (and animals) with 

large, diverse obstacles that present distinct locomotor challenges [26,31,33–36,226]. 

Analogous to artificial potential fields for geometry-based obstacle avoidance, these real 

potential energy landscapes (Figure 4-1D) provide a physics-based foundation for robots 

to plan and control locomotor transitions (Figure 4-1C) to traverse obstacles (for a review, 

see [26]). 

Without laboriously analyzing contacts and forces and composing and solving 

system dynamics equations based on Newton’s Second law, the potential energy 

landscapes give a bird’s-eye view to understand how to traverse obstacles with the least 

resistance. Physical interaction with obstacles results in stereotyped locomotor modes that 

lead to successful traversal or entrapment. These locomotor modes correspond to attractive 

basins on potential energy landscapes (the real potential energy over the robot’s 3-D 

position and rotation). To traverse the obstacles, the robot (or animal) must propel to 

destabilize itself, escape from the basins of entrapment, and reach the basins of traversal 

on the potential energy landscape. Such transitions require overcoming the potential energy 

barriers separating these basins.  
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For each barrier-crossing transition, the least-resistance trajectory is the gradient 

minimal curve (i.e., the gradient extremal curve [216], which always follows the minimal 

gradient direction). Because the landscape gradients (i.e., conservative forces and torques) 

dominate the locomotor-terrain physical interaction and match the contact forces and 

torques [288], minimizing the gradients also minimizes the resistive forces and torques. 

Especially as a gradient extremal curve passes through saddle points, the least-resistance 

trajectory crosses the energy barrier at the saddle point (lowest energy point along a 

barrier). 

To find the gradient minimal directions or saddle points on a potential energy 

landscape, the most straightforward approach is to obtain a large enough piece of the local 

landscape around the saddle point. A previous study demonstrated that a robot could 

reconstruct the potential energy landscape using the landscape gradients estimated from its 

obstacle contact forces and torques sensed during physical interaction with obstacles [288]. 

However, this requires the robot to physically visit every state in that piece of landscape to 

collect sensing data because force and torque sensing require direct contact (i.e., not 

remote). We propose to use more efficient methods to obtain the gradient minimal 

directions or saddle points. 

Many existing strategies can identify the least-resistance path on a landscape 

without deliberately calculating a whole piece of it. For example, one can optimize an 

existing path between two minima on the landscape (a straight link between them should 

be suffice) to obtain the least-resistance path using methods such as dynamic programming 

or Pontryagin’s minimum principle [205], ant colony optimization [206], and genetic 

algorithms [207]. Also, many strategies developed in computational chemistry can find 
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saddle points (i.e., saddle-seeking) [208]. For example, one can exhaustively explore the 

whole initial minimum basin to find the saddle point, such as the metadynamics method 

[209], the adaptive biasing force method [210], etc. One can also trace a curve between the 

two minima and minimize the energy along it, such as the nudged elastic band method and 

its variants [211–213]. One can also approach a saddle point from a minimum following a 

continuous curve, such as following Newton trajectories [214], orthogonal trajectories 

[215], gradient extremals [208,216], dimer method trajectories [217], gentlest ascent 

dynamics [218], etc. 

Despite these methods, we still propose a new strategy to let robots identify the 

gradient extremal direction on the potential energy landscape and cross the energy barrier 

near the saddle point to traverse obstacles with the least-resistance. The existing methods 

do not apply to robots that want to traverse an unknown obstacle in one trial. Specifically, 

some strategies visit the states that do not form a continuous curve in space [206,207,211–

213], which requires the robot to be able to obtain the potential energy of a remote state. 

Some strategies require strictly following a curve incompatible with robot dynamics 

[208,214–218]. The other strategies exhaustively explore the minimum basin, which is 

heavily time- and energy-consuming [209,210].  

Surprisingly, animals were observed to make locomotor transitions by crossing the 

barrier at the saddle point on the potential energy landscape. This suggested that the 

animals’ sensing and control strategy resulted in saddle-seeking behavior despite not 

having the concept of the potential energy landscape. Specifically, to traverse cluttered 

beam obstacles with gaps narrower than their body width and too stiff to push across, 

discoid cockroaches often transitioned from a strenuous pitch mode (pushing forward 
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against the beams with large body pitching, Figure 4-2A, blue) to a much easier roll mode 

(rolling into beam gaps and maneuvering through, Figure 4-2A, red) [31,36,226]. When 

the system trajectories were viewed on the potential energy landscape over the body roll-

pitch space (Figure 4-2B), this pitch-to-roll transition corresponded to a transition from a 

pitch basin to a roll basin [31,226]. This barrier crossing usually happened near the saddle 

point (pitch angle error = 3°  11°, only 6%  22% of the animal’s body pitch range. Figure 

4-2C. Data from [226]).  

We speculated that animals estimated the least-resistance direction by sensing the 

contact forces with the obstacles, enhanced by exploratory motions. The discoid 

cockroaches repeatedly oscillated their heads and rubbed their pronotums against the beam 

edges [226] (Figure 4-2D), seemingly to try to wedge their heads into the obstacle gap 

(also for shrubs and rock cracks [31,36,219,226]). Insects can use proprioceptive and tactile 

sensing [140,141] to detect or infer the obstacle’s resistive forces. It is plausible that they 

used such exploratory motions to sample contact forces (and resulting torques) around its 

position (and orientation) to search for a least-resistance direction for a quick escape into 

the gaps or cracks.  
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Figure 4-2: Inspiring biological behaviors. (A) Cockroaches traversed cluttered grass-

like beams with small gaps (< body width). They used a strenuous pitch mode (blue) or a 

less strenuous roll mode (red). (B) Potential energy landscape of (A) over roll-pitch cross-

section when the cockroaches were close to the beams. A pitch basin (blue) corresponding 

to the pitch mode in (A) and left- and right-roll basins (red) corresponding to the roll mode 

in (A) on the landscape are separated by potential energy barriers (gray dashed curves). 

The least-resistance path from the pitch to the roll basin crosses the barrier (gray) at the 

saddle point (orange). (C) The discoid cockroach transitioned from the pitch to the roll 

mode by crossing the energy barrier at the saddle point on the potential energy landscape. 
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(D) Cockroaches repeatedly oscillated their heads and rubbed the pronotums against the 

beam edges when negotiating the beams. Head flexion angle was defined as the relative 

pitch angle between the animal’s head and thorax. Red curve shows representative head 

oscillation from a trial. (E) Trajectory of a cockroach tracking stimuli in air currents. (F) 

Trajectory of an eastern American mole’s head tracking odorants. (G) Trajectory of a fruit 

fly tacking a plume in air currents. In (E-G), animals exhibited significant crosswind 

turning oblique to the wind directions. (A, B, D-G) Adapted from [31,185,187,189,226]. 

Although robots can obtain the gradient minimal direction from force sensing, this 

force sensing motion has a potential conflict with the motion to follow the gradient minimal 

direction. Animals also frequently encounter similar problems reconciling competing 

motion demands from sensing and locomotion. They use two strategies (not the only two) 

to solve this conflict. Firstly, they separate the time into “explore” and “exploit” phases for 

sensing and locomotion demands [195]. Secondly, they conduct crosswind turns to enhance 

sensing. For example, cockroaches [185,186], moles [187], and flying insects (fruit flies 

[188–190] and moths [191]) generate a motion that is oblique to the overall desired 

direction (i.e., a crosswind turn relative to a plume of sex pheromone or food odor) (Figure 

4-2E-G), hypothetically to maintain the detectability of the desired direction [192–194].  

All these animal behaviors inspired a control strategy that enables robots to 

physically interact with obstacles and traverse them. Inspired by the cockroaches’ 

exploratory motions, we propose the robot should similarly sample contact forces and 

torques around neighboring states to reconstruct a local landscape and estimate and follow 

the gradient minimal direction to make least-resistance mode transitions to traverse 

obstacles. Inspired by cockroaches’, moles’, and flying insects’ crosswind turns, we 

propose the robot should generate an appropriate self-propelled movement that is oblique 
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to the gradient minimal direction in a temporally separated phase to maintain the 

detectability of the desired direction. This control strategy provides robots with a new 

method to find and follow a least-resistance path to transition between locomotor modes 

and traverse unknown terrain. 

To test the control strategy, we used a simulated model system of an ellipsoidal 

robot traversing a pair of grass-like beam obstacles. Our simulation resembled a physical 

robotic system [31,288], which was a robophysical model of a cockroach traversing grass-

like obstacles [31]. We directly added the force and torque controls to the robot’s 

translational and rotational motion and applied our strategy to these controls. We simulated 

this system using physics-based software and evaluated the robot’s obstacle traversal 

performance. We hypothesized that (1) this strategy facilitates a high performance in 

locomotor transition and obstacle traversal; (2) adjusting the parameters in the strategy 

makes the robot behave differently to adapt to various requirements; (3) this bio-inspired 

strategy leads to a robot’s motion that resembles animal behavior. To test the first 

hypothesis, we simulated the robot both with and without our strategy applied and 

evaluated their performance. To test the second hypothesis, we systematically varied 

multiple key parameters in the strategy and analyzed their effects on the performance. To 

test the third hypothesis, we compared the robot trajectory and behavior (with our strategy 

applied) to the animals’.  

4.5 Methods 

In this section, we first introduce our bio-inspired control strategy. Then, we 

elaborate on how we applied this strategy to our simulated model system that enabled the 
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robot to traverse the obstacles. And finally, we elaborate on how we analyzed the robot’s 

performance under various conditions. 

4.5.1 A new bio-inspired control strategy 

To transition between locomotor modes, the robot should destabilize and escape 

from one local minimum basin to reach another on the potential energy landscape. To 

transition with the least resistance, the robot should follow a gradient minimal curve on the 

landscape. We propose the robot should first identify the gradient minimal direction. If the 

robot can identify this direction, it should follow and converge in that direction by 

generating a force (we call approach force). Or it should recover the detectability of such 

direction by generating either a force (we call oscillation force) to oscillate in the state 

space or a force (we call sideway force) to move in a direction that is oblique to the gradient 

minimal direction.  

Identifying gradient minimal direction. We suppose the robot’s state is attracted 

within a basin on a well-conditioned (at least 2nd-order smooth) 2-D potential energy 

landscape (i.e., system’s potential energy E as a function of robot state coordinate (x1, x2)). 

The robot can only obtain its coordinate (position and rotation angles) and contact force 

with the obstacles (i.e., landscape gradients with minor errors) with a limited bandwidth. 

We propose that the robot should first identify the gradient minimal direction by estimating 

an “infinite-small” local potential energy landscape, approximated using its 2nd-order 

Taylor expansion: 
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where the unknown variables a1-6 are the 0th-, 1st- and 2nd-order coefficients. The gradients 

G and Hessian matrix H (i.e., matrix of second derivatives) of this landscape are: 

𝐺(𝑥1 + 𝛿𝑥1, 𝑥2 + 𝛿𝑥2) =  [
𝑎2 + 𝑎4𝛿𝑥1 + 𝑎6𝛿𝑥2
𝑎3 + 𝑎6𝛿𝑥1 + 𝑎5𝛿𝑥2

] , (4-2) 

𝐻(𝑥1 + 𝛿𝑥1, 𝑥2 + 𝛿𝑥2) = [
𝑎4 𝑎6
𝑎6 𝑎5

] . (4-3) 

The simplest way to obtain the 2nd-order coefficients is to do numerical finite 

differentiation (i.e., taking small equal-distant intervals around a point and computing the 

difference in function values), such as central finite difference over the gradient. However, 

due to stochastic physical interaction with obstacles, the robot cannot freely sample 

gradients over perfect equal-distant intervals around the current state. It must use its short 

memory of sensed gradients on its history trajectory. We propose that the robot should use 

an estimator inspired by the Savitzky-Golay filter [289]. The idea of the Savitzky-Golay 

filter is to fit successive sub-sets of adjacent data points with a low-degree polynomial by 

the method of linear least squares. Rearranging Equation 4-2 and stacking the most recent 

k (k is the sample size) measurements, we obtain: 
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where the (x1, i, x2, i) and Gi are the ith most recent sensed state coordinate and landscape 

gradients. From this, we obtain the pseudo-inverse of the matrix C on the left-hand side 

and multiply it with the right-hand side to obtain the coefficients a1-6, which gives the local 

landscape (Equation 4-1) and its Hessian matrix H (Equation 4-3). Note that for our 

model system, the potential energy landscape was not static but evolved as the robot moved 

forward. So, this estimator was modified to compensate for the fore-aft translation. See 

Section S2 for the details.  

The gradient minimal direction is the eigenvector of the smaller eigenvalue of the 

Hessian matrix. Because the Hessian matrix is symmetric (Equation 4-3), its two 

eigenvalues (d1 > d2) should be real, which ensures that they are comparable (i.e., complex 

numbers are not comparable).  

Examining the detectability of gradient minimal direction. We speculate that the 

robot fails to guarantee the correctness of the estimated gradient minimal direction in two 

cases. In the first case, both eigenvalues are similar. The robot may take the larger 

eigenvalue as the smaller one due to estimation error from the noisy landscape gradient 

sensing and obtain a direction perpendicular to the gradient minimal direction. We define 

the first failure case as occurring when both eigenvalues share the same sign. Because the 

landscape is well-conditioned (2-order smooth), the Hessian matrix’s eigenvalues should 

be continuous. So, this case happens near the minima (where the eigenvalues are both 
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positive, d1 > d2 > 0) and maxima (where the eigenvalues are both negative, d2 < d1 < 0) 

on the potential energy landscape. We define these continuous regions as minimum and 

maximum neighborhoods, separately, and the rest regions on the landscape as saddle 

neighborhoods, where saddles exist (d1 > 0 > d2). 

In the second case of failure, the matrix C in Equation 4-4 is ill-defined, which 

hinders the estimation of coefficients a1-6. This occurs when the most recent trajectory is 

too straight, which makes the third and fourth columns of matrix C approximately linearly 

dependent. We define the second failure case as occurring when the condition number of 

the matrix C in Equation 4-4 is larger than an empirical threshold. 

Generating approach force to follow and converge in the gradient minimal direction. 

We propose that the robot should generate an approach force to follow and converge in the 

gradient minimal direction in the saddle neighborhood. Here, we call this direction a climb 

direction (Figure 4-3A, red arrow) and the direction perpendicular to it a converge 

direction (Figure 4-3A, blue arrow). Intuitively, approaching a saddle point resembles 

climbing along a mountain valley (Figure 4-3B), where the gradient minimal curve is the 

valley path. To traverse the mountain with the least effort, travelers should ascend along 

the valley (i.e., climb direction, Figure 4-3B, blue arrow) to overcome the barrier while 

descending along the direction perpendicular to the valley (i.e., converge direction, Figure 

4-3B, red arrow) to stay close to the valley path. Similarly, we propose that the approach 

force Fapp should steer the robot to ascend along the climb direction (Figure 4-3A, blue 

arrow) and descend along the converge direction (Figure 4-3A, red arrow) at the same time. 

It is from a 1-order autoregressive process to have time consistency [290], 

𝐹𝑎𝑝𝑝(𝑡 + 𝛿𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = 𝜑𝑎𝑝𝑝 ∙ 𝐹𝑎𝑝𝑝(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + (𝑤𝑐𝑙𝑖𝑚𝑏 ∙ 𝐺𝑐𝑙𝑖𝑚𝑏(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + 𝑤𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒 ∙ 𝐺𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) , (4-5) 
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where φapp is the autoregressive coefficient, Gclimb and Gconverge are components of the 

landscape gradients in the climb and converge directions, and wclimb and wconverge are the 

climb and converge weights. Intuitively, the range for the climb and converge weight 

should be wclimb > 0 to let the approach force point to the same direction as the landscape 

gradients (i.e., ascending) and wconverge > −1 to let the minimum and saddle still be attractive 

in the converge direction. Moreover, the range for the climb and converge weight should 

be wclimb ≥ 1 so that the approach force is sufficient to compensate for the landscape 

gradient and let the system state ascend along the climb direction, and wconverge ≥  so that 

the minimum and saddle are not less attractive than without this approach force in the 

converge direction.  

 

Figure 4-3: Following and converging to the gradient minimal direction. (A) Barrier-

crossing direction on the potential energy landscape in a saddle neighborhood. White, blue, 

and orange points show the current state, minima (out of this saddle neighborhood region), 

and the saddle point. To cross the barrier (red dashed curve), the state should do a gradient 

ascend along the climb direction (blue arrow) to approach the barrier while doing a gradient 

descent along the converge direction (red arrow) to converge to the gradient minimal (blue 

dashed curve) at the same time. (B) A metaphor of barrier crossing using a mountain 

climbing example. To climb over a mountain effectively, travelers go to the saddle point 
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(orange) instead of climbing up large barriers (red dashed curve). Similarly, travelers 

should do a gradient ascend along the climb direction to approach the barrier and a gradient 

descent along the converged direction to keep in the path (as gradient minimal). (B) Image 

courtesy of Roman Odintsov on Pexels.  

Generating oscillation force to reach saddle neighborhood. We propose that the 

robot should generate an oscillation force to reach the saddle neighborhood in the first case 

of failure to detect gradient minimal directions. In the minimum neighborhood, the robot 

cannot ensure to obtain the correct gradient minimal direction. It should search for saddle 

neighborhoods using random, isotropic oscillation (e.g., Brownian motion) to enlarge its 

search area and probabilistically enter a saddle neighborhood. The oscillation force Fosc is 

also from a 1-order autoregressive process [290], 

𝐹𝑜𝑠𝑐(𝑡 + 𝛿𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = 𝜑𝑜𝑠𝑐 ∙ 𝐹𝑜𝑠𝑐(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑛𝑜𝑠𝑐 ∙ 𝜖𝑜𝑠𝑐(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, (4-6) 

where φosc is the autoregressive coefficient, nosc is the oscillation amplitude, and ϵosc(t) ~ 

N(0, I) is a unit, uncorrelated white noise vector following a zero-mean Gaussian 

distribution (I is an identity matrix). 

To probabilistically enter a saddle neighborhood, the amplitude of the oscillation 

force (controlled by the oscillation amplitude nosc) should be sufficiently large to 

accumulate enough potential energy. This process may be both time- and energy-

consuming. To improve the probability of reaching a saddle neighborhood, the definition 

of minimum neighborhoods is further modified to shrink the minimum neighborhood and 

enlarge the saddle neighborhood. The modified minimum neighborhood was defined as the 

region where both Hessian matrix’s eigenvalues are above a threshold (d1 > d2 ≥ nshrink × 

d2,min), where d2,min is the smaller eigenvalue e2 at the local minimum (or practically, the 
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observed largest d2), and nshrink (0 ≤ nshrink ≤1) is the shrink coefficient to determine the 

shrinkage of the minimum neighborhood. Specifically, when nshrink = 0, the modified 

minimum neighborhood is the same as the original (Figure 4-4A, B); when nshrink increases 

from 0 to 1, the modified minimum neighborhood shrinks towards the local minimum point 

(Figure 4-4C); when nshrink = 1, the local minimum is on the edge of the minimum 

neighborhood (Figure 4-4D). 

 

Figure 4-4: Modified saddle neighborhoods are enlarged as the shrink coefficient 

increases. (A) A simple 2-D potential energy landscape as an example. (B) The landscape 

is partitioned into minimum (blue), maximum (red), and saddle (orange) neighborhoods. 

Blue and orange points show minima and saddle points. (C, D) As the shrink coefficient 

nshrink increases, the modified saddle neighborhoods are enlarged, “swallowing” the 

modified minimum neighborhoods.  

In a maximum neighborhood, similarly, the robot should return to a saddle or 

minimum neighborhood at first. We propose that the robot should not generate control 

forces to naturally drift out of this neighborhood under the obstacle contact forces and 

torques. 
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Generating sideway force to recover the detectability of the gradient minimal 

direction. We propose that the robot should generate a sideway force in the second case of 

failure to recover the detectability of the gradient minimal direction by moving 

perpendicular to the current velocity. This sideway motion oblique to gradient minimal 

direction makes the columns of matrix C linearly independent. The sideway force Fside is 

also from a 1-order autoregressive process [290], 

𝐹𝑠𝑖𝑑𝑒(𝑡 + 𝛿𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = 𝜑𝑠𝑖𝑑𝑒 ∙ 𝐹𝑠𝑖𝑑𝑒(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝜎𝑠𝑖𝑑𝑒 ∙ 𝑣𝑠𝑖𝑑𝑒(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝜖𝑠𝑖𝑑𝑒(𝑡), (4-7) 

where φside is the autoregressive coefficient, σside is the sideway force level, vside is a unit 

vector that is perpendicular to the current robot velocity, and ϵside(t) ~ N(0, 1) is a unit white 

noise following a zero-mean Gaussian distribution.  

The control force Fctrl is the sum of approach force Fapp, oscillation force Fosc, and 

sideway force Fside (note that the three forces are generated separately, but they can be non-

zero at the same time due to the autoregressive process), 

𝐹𝑐𝑡𝑟𝑙(𝑡) =  𝐹𝑜𝑠𝑐(𝑡) + 𝐹𝑎𝑝𝑝(𝑡) + 𝐹𝑠𝑖𝑑𝑒(𝑡). (4-8) 

To summarize, to make a least-resistance transition from one basin to another basin 

on the potential energy landscape, the robot should follow a gradient minimal curve 

(strictly following is not required). To do this, the robot should first estimate the local 

potential energy landscape using a custom estimator. The robot should check if the 

estimation of this gradient minimal direction is reliable. If so, the robot should generate an 

approach force to steer the system to follow and converge in such a direction. If not, the 

robot should generate either an oscillation force to reach the saddle neighborhood or a 

sideway force to recover the detectability of such a direction based on the failure cases. 

See Section S1 for the pseudo-algorithm. 
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4.5.2 Model system and simulation 

To test the first hypothesis that this control strategy facilitates a high performance 

in locomotor transition and obstacle traversal, we verified the usefulness of our strategy by 

applying it in a simulated model system of a robot traversing grass-like beam obstacles 

(Figure 4-5A). This system was a simulated model of a physically robotic system previous 

studies [31,288] (Figure 4-5B, C). To traverse the beams, the robot should strenuously 

physically interact with the beams and transition between locomotor modes [31], which 

our control strategy should facilitate.  

 

Figure 4-5: Model system of a robot traversing grass-like beam obstacles and its 

potential energy landscape. (A) Schematic of the simulated system. The robot body was 

a rigid, bottom-heavy ellipsoid actuated by fore-aft linear (white), roll (red), and pitch (blue) 

rotational motors. The beams were rigid rectangular plates with springs of torsional 
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stiffness K at the base, whose deflection angles were θ1,2. (B) Visualization of the simulated 

system in ProjectChrono. (C and D) Physical robotic models of the simulated robot used 

in previous experiments [31,288]. (C, D) Adapted from [31,288].  

To observe how our control strategy led to locomotor transitions, we first introduce 

the model system, locomotor modes, the potential energy landscape of the model system, 

and simulation protocols. 

Model system. The robot is a bottom-heavy ellipsoid hanging above the ground 

(Figure 4-5A, orange), whose motion is confined to the fore-aft translation (x) and roll (α) 

and pitch (β) rotations (Figure 4-5A, black, red, and blue, separately), defined as 

dimensions of the system states. The robot is actuated along the three dimensions by a 

direct-driven force/torque motor, mimicking leg propulsion while isolating control within 

each dimension. The beam obstacles (Figure 4-5A, green) are two thin, rigid rectangular 

blocks attached to the ground via Hookean torsional joints.  

Locomotor modes and transitions. To traverse the beams, the robot should 

transition from (what we call) the pitch mode, where the robot tries to push down the beams, 

and it pitches up due to the resistive forces from the beams, to (what we call) the roll mode, 

where the robot rolls and maneuver through the gap between the beams.  

Potential energy landscape. The robot physically interacting with the obstacles 

(Figure 4-6A) results in a potential energy landscape (Figure 4-6B). The potential energy 

of the system is the sum of the gravitational potential energy from the robot and the 

elasticity potential energy from the beams, which is a function of the system states (x, α, 

β). The sum of gravitational forces, obstacle contact forces, and their resulting torques 

roughly match the landscape gradients [288]. When the robot is distant from the beams 
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(Figure 4-6A, i), the potential energy landscape has a global (start) minimum at zero roll 

and zero pitch (Figure 4-6B, i, white), because the robot is bottom-heavy, and all potential 

energy of the system is from the gravitational potential energy of the robot. As the robot 

moves to the beams (Figure 4-6A, ii), the initial minimum transforms to the pitch 

minimum (Figure 4-6A, ii, blue), while two roll minima (Figure 4-6A, ii, red) emerge, 

corresponding to the pitch and roll modes, separately. The robot should transition from the 

pitch (Figure 4-6A, iii) to toll mode (Figure 4-6A, iii’) to traverse the beams, 

corresponding to escaping from the pitch minimum basin and reaching the roll minimum 

basin (Figure 4-6A, iii) on the potential energy landscape. 

 

Figure 4-6: Locomotor transitions and potential energy landscape of the model 

system. (A) Schematics of the robot’s body (checkered) interacting with two beams. After 

coming close to the beams (i), the body interacts with beams either using the pitch mode 

(ii, iii) or transitioning to the roll mode (iii’). (B) Snapshots of the potential energy 

landscape over roll-pitch space. Before physically interacting with the beams (i), the 
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landscape has a global basin. During interaction (ii, iii), a pitch basin and left- and right-

roll basins emerge on the landscape, separated by potential energy barriers (gray dashed 

curves). The start, pitch, or roll locomotor mode (white, blue, or red circles in (D)) emerges 

as the system is attracted to the global, pitch, or roll basin (white, blue, or red circle in (E)), 

separately. Arrows on the landscape show examples of state trajectory. Adapted from [31].  

As animals use both mechanical feedback and sensory feedback when interacting 

with obstacles [4], we propose that our simulated robot should do the same. So, we design 

the motor to provide both “mechanical” and “control” forces and torques. To mimic the 

mechanical feedback control, the mechanical forces and torques are always designed to 

compensate 80% of the external forces and torques of the robot (i.e., the sum of 

gravitational forces, sensed obstacle contact forces, and their resulting torques) without 

delay. To mimic sensory feedback control, the control forces and torques are determined 

by the sensed robot state, velocity, and obstacle contact forces and torques. Specifically, 

the fore-aft control force is from a proportional-only controller to regulate forwarding 

velocity, 

𝐹𝑥,𝑎𝑐𝑡𝑖𝑣𝑒 = 𝑃𝑥(𝑣𝑟 − 𝑣𝑥(𝑡)), (4-9) 

where Px is the proportional gain, and vr is the reference forwarding velocity. Because the 

beam stiffness is high, the maximum forwarding propulsive force (Equation 4-9, with 

forwarding velocity being zero) does not allow the robot to traverse by staying in pitch 

mode. The robot can only traverse using the roll mode (Figure 4-6A, iii’). The roll and 

pitch control torques are calculated from our control strategy (here, the control from our 

strategy are torques as generalized forces), where the remaining 20% of the external 

torques are used as the measured landscape gradients (i.e., only 20% of the original 

potential energy landscape is effective). All the control forces and torques on the robot are 
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updated at f = 50 Hz (i.e., having a delay between sensing and control), which was proven 

to be a practical sensory frequency [288]. 

Simulation protocol. Initially, the robot was at a distance in front of the beams (x = 

−100 mm, Figure 4-6A, i) so that it did not contact them. The robot was moved forward at 

a constant speed with the P-only controller. After it hit the beams, it slowed down due to 

the resistance from the beams. The robot was considered to be trapped in pitch mode 

(Figure 4-6A, ii, iii) when the robot’s velocity was smaller than the threshold. When 

trapped, the robot generated control torques in roll and pitch directions calculated from our 

control strategy. Meanwhile, the robot obtained the trapping time ttrap, defined as the latest 

time span of being trapped. As the trapping time increased, the robot gradually increased 

its oscillation amplitude nosc and shrink coefficient nshrink, which asymptotically converged 

to their maximal values, 

𝑛𝑜𝑠𝑐 = 𝑛𝑜𝑠𝑐,𝑚𝑎𝑥 ∙ (1 − exp(−𝜆𝑜𝑠𝑐 ∙ 𝑡𝑡𝑟𝑎𝑝)), (4-10) 

𝑛𝑠ℎ𝑟𝑖𝑛𝑘 = 1 − exp(−𝜆𝑠ℎ𝑟𝑖𝑛𝑘 ∙ 𝑡𝑡𝑟𝑎𝑝) , (4-11) 

where nosc,max was the maximal oscillation amplitude, λosc was the converge rate of 

oscillation amplitude, λ shrink was the converge rate of shrink coefficient, also called the 

haste level, because it represented how urgent the robot wanted to escape the minimum 

neighborhood. The robot was considered to successfully traverse the beams if it reached 

enough distance ahead of the beams (x = 200 mm) within T = 100 seconds or failed to 

traverse otherwise.  

The system was built and simulated in ProjectChrono [291], a physics-based 

modeling and simulation software. Compared to physical robot experiments, the simulation 

facilitated obtaining a large number of trials to examine the probabilistic behavior of the 
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robot (also in [39,237]). To reduce the sim-to-real gap [106,292,293], we carefully 

validated the simulation by conducting the same robotic control as in two previous 

experiments (i.e., the robot was moved forward at a constant speed and oscillated in the 

vertical direction of various frequencies with free rotation as in [31]; the robot was rotated 

to various roll and pitch angles and moved forward at a constant speed while sensing 

contact forces and torques with fixed rotation as in [288]) and compared the transversal 

probability and obstacle contact forces and torques. See Section S3 for details. Also, to 

match the real system, we measured the friction coefficient between the physical robot and 

beam obstacles in [288] (μ = 0.2). We did not add noise to the sensory data because the 

measured contact forces and torques obtained from the ProjectChrono simulation already 

contained noise, approximately Fnoise (N) ~ N(0, 13), Tnoise (N·mm) ~ N(0, 11), which gave 

a rough signal-to-noise ratio of 10. To reduce the effect from sensory noise, the robot 

applied an average filter with a time window of 0.02 s on the sensed contact forces and 

torques. See Table 4-1 for the parameters and settings.  

4.5.3 Examining the effects of parameters on performance 

To test the second hypothesis that adjusting the parameters in the strategy makes 

the robot behave differently to adapt to various requirements, we varied the parameters and 

examined how they affected the robot's performance using our control strategy. We focused 

on four parameters: climb weight wclimb, converge rate wconverge, haste level λshrink, and 

maximal oscillation amplitude nosc,max. We speculated that the first two parameters 

modifying the approach torque affected the speed and precision of following the gradient 

minimal direction, and the last two parameters modifying the minimum neighborhood size 
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and the oscillation torque affected the escaping speed and search area in the pitch basin. 

These affected the total transition speed and energy cost.  

To first obtain the overall performance of our strategy, we fixed parameters (wclimb 

= 1.2, wconverge = 1.0, λ shrink = 0.04, nosc,max = 1.0) and performed n = 1000 trials as the 

“Default” data group. To understand the functions of climb weight wclimb and converge rate 

wconverge, we systematically varied the climb weight wclimb from 1.2 to 2.0 with an increment 

of 0.2, and the converge rate wconverge within {-1.0, -0.5, 0.0, 0.5, 1.0, 2.0, 3.0, 4.0} while 

fixing the haste level λshrink = 0.04, and maximal oscillation amplitude nosc,max = 1.0, and 

performed 100 trials for each combination, which resulted in n = 4000 trials as the 

“Variation A” data group. To understand the functions of haste level λshrink and maximal 

oscillation amplitude nosc,max, we systematically varied the haste level λshrink from 0.02 to 

0.10 with an increment of 0.02, and the maximal oscillation amplitude nosc,max within {0.25, 

0.5, 1.0, 2.0, 4.0}, while fixing the climb weight wclimb = 1.2 and converge rate wconverge = 

1.0, and performed 100 trials for each combination, which resulted in n = 2500 trials as the 

“Variation B” data group. 

To compare the performance with our control strategy to that without, we also 

conducted simulations where the robot did not use our strategy but only attempted to 

accumulate momentum and cross the barrier using kinetic energy fluctuation from 

oscillation (similar to [31]). Here, the control torque was only from oscillation Fctrl(t) = 

Fosc(t), and the oscillation amplitude was always maximal (i.e., λshrink → +∞, nosc ≡ nosc,max). 

We systematically varied the maximal oscillation amplitude nosc,max within {0.25, 0.5, 1.0, 

2.0, 4.0}, and performed 100 trials for each combination, resulting in n = 500 trials as the 

“Control” data group. 
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4.5.4 Analyses and statistics 

To test the first hypothesis, we quantified its performance using the traversal 

probability, traversal time, and energy cost. The energy cost was calculated as the 

integration of power from the three motors over time, which was the force/torque 

multiplied by the displacement if it was positive and zero if otherwise [237]. We also 

calculated saddle-seeking time (defined as the time span of the robot being in the saddle 

neighborhood before crossing the barrier) and accuracy (quantified by the error, defined as 

the pitch angle difference between the barrier-crossing point and the saddle point) to 

quantify the saddle-seeking performance, and escaping time (defined as the time span of 

the robot being in the pitch minimum neighborhood) to quantify minimum-neighborhood-

escaping performance.  

To test the second hypothesis, we tested whether monotonic relationships existed 

between the parameters and the robot’s performance. To test if the climb and converge 

weights affected saddle-seeking performance, we calculated the Spearman’s rank 

correlation between the climb weight and the saddle-seeking time and between the 

converge weight and the standard deviation of the saddle-seeking error in Variation A 

group. To test if the haste level and maximal oscillation amplitude affected the minimum-

neighborhood-escaping performance, we calculated the Spearman’s rank correlation 

between the two and the escaping time in Variation B group. 

To test if the simulated robot correctly estimated the gradient minimal directions 

from sensed forces and torques, we theoretically calculated gradient minimal directions as 

the ground truth calculation and compared it with the simulated robot’s estimation.  
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We also examined how the climb weight modulated self-propulsion that controlled 

the simulated robot motion besides the physical interaction with the obstacles. Because the 

approach torque was only determined by the potential energy landscape assuming perfect 

estimation of the landscape gradients (Equation 4-5), it was also a function of the robot’s 

states, which could be considered as the gradient of an (artificial) control potential 

landscape (similar to [96]). The effect from both physical interaction with the obstacles 

and the approach torque was captured by an effective potential landscape, which was the 

sum of the real potential energy landscape and the artificial control potential landscape. To 

obtain the effective potential landscape, for each fixed climb weight of wclimb = {0, 1, 2} 

with a fixed converge rate wconverge = 0, we first obtain the control potential landscape by 

applying a Helmholtz-Hodge decomposition [288,294] on the vector field of approach 

torques. Then, we added it to the potential energy landscape and obtained the effective 

potential landscape. With this effective potential landscape, we examined how the 

approach torque modified the attraction of minima and saddle points.  

All the analyses except for statistical tests were performed using MATLAB R2021b 

(MathWorks, MA). Statistical tests were performed using JMP PRO 18 (SAS Institute Inc., 

NC). 

4.6 Results 

4.6.1 Simulated robot achieved high performance traversing obstacles 

Our control strategy enabled a simulated robot to perform a pitch-to-roll transition 

on the potential energy landscape, resulting in a high obstacle traversal performance. The 

robot was always initially trapped around the pitch minimum (α, β) = (0.0°  0.1°, −59.0° 
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 0.2°) at x = 40.2 mm  0.3 mm, where the propulsive force and the torque from the 

robot’s gravity balance the beam resistance in fore-aft and pitch directions. Due to the high 

stiffness of the beam and limited propulsion, the robot could not use a pitch mode (Figure 

4-6A, iii) to traverse. It must transition to the roll mode (Figure 4-6A, iii’) by crossing the 

barrier separating the pitch and roll basins (Figure 4-6B, ii, iii, gray) to traverse.  

Our control strategy facilitated the pitch-to-roll transition. When the simulated 

robot did not use our control strategy but only generated a random oscillation (Control 

group), it did not traverse the obstacles (probability = 0% for all oscillation levels we tested) 

because it did not transition to the roll mode. In contrast, when using our strategy (Default 

group), the robot always traversed the obstacles (probability = 100%), with a small 

traversal time (83  10 s) and energy cost (444  43 mJ), because it transitioned from the 

pitch to roll mode. The maximum potential energy accumulation (233  45 mJ) was much 

smaller than the needed potential energy accumulation using a pitch mode (379 mJ), 

calculated as the potential energy increase if both beam obstacles did not bounce back. 

These supported our first hypothesis that our strategy facilitates a high performance in 

locomotor transition and obstacle traversal.  

4.6.2 Control forces led to a saddle-seeking behavior 

Using our control strategy, the simulated robot showed a saddle-seeking behavior 

on the potential energy landscape (Figure 4-7A). The three control forces achieved their 

desired functions. Specifically, the approach force steered the system state to follow the 

gradient minimal curve and cross the barrier near the saddle point. Before crossing the 

barrier, the approach force (Figure 4-7B, cyan) approximately pointed toward the gradient 
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minimal direction ) (Figure 4-7C, i) because the estimated gradient minimal direction 

matched the ground truth calculation (direction error = 0°  31° in Default group) (Figure 

4-7C, ii). As a result, the robot’s state crossed the barrier near the saddle point (Figure 

4-7A) (distance to saddle point = 1.4°  1.2° in Default group).  

The oscillation force perturbed the system state to escape from the minimum 

neighborhood. The probability density of the robot’s state gradually diffused (Figure 

4-7D), indicating that the search area for an escape from the pitch minimum neighborhood 

was gradually enlarged. As a result, the robot reached a state distant from the pitch 

minimum when it escaped from the minimum neighborhood (maximal distance = 9°  2° 

in Default group). 

The sideway force effectively recovered the detectability of the gradient minimal 

direction. After the sideway force was triggered, the condition number still increased but 

was bounded (maximal condition number = 55  42 of all triggers in Default group) and 

reduced below the threshold quickly (condition number = 16  12 at 0.3 s after the sideway 

force was triggered in Default group) (Figure 4-7E), which indicated that the sideway 

force recovered the detectability of the gradient minimal direction. 

All of these supported our first hypothesis that our control strategy facilitated a high 

performance in locomotor transition and obstacle traversal. 
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Figure 4-7: Obstacle traversal performances. (A) Simulated robot’s trajectory in roll-

pitch space, showing the robot transitioned from pitch to roll mode to traverse obstacles. 

Black, blue, orange, and red curves are one simulated robot trajectory, representing the 

robot moving close to the beams, in pitch minimum, saddle, and roll minimum 

neighborhoods, separately. Arrows show their directions. Gray solid curves are trajectories 

from 10 other randomly selected trials. Orange points are saddle points on the energy 

barrier (gray dashed curve).  (B) Applied active forces in the representative trial in (A). 

Trajectory of the robot moving close to the beams (black in A) is changed to white for 

better visualization. Cyan, green, and magenta arrows are approach torque Fapp, oscillation 

torque Fosc, and sideway torque Fside, separately. Background is the potential energy 

landscape snapshot. Blue and orange points are the pitch minimum and saddle point. Gray 

dashed curve is the energy barrier. (C) (i) Estimated gradient minimal direction (blue) 
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matched with ground truth calculation (cyan) in the representative trial in (A). (ii) The 

distribution of the direction estimation error. In (B and C), the roll-pitch space is zoomed 

in the red dashed box in (A), and control torques and gradient minimal directions are shown 

in every five control loops for a clear demonstration. (D) Probability density distribution 

of robot’s state in pitch neighborhood. (i-iv) are from trap time ttrap = 2–5 s. (E) Condition 

number of matrix C as a function of time after the sideway force was triggered. Solid and 

dashed curves show average  1 standard deviation of all triggers. Gray curves show data 

from 100 random triggers. 

4.6.3 Parameters modulated performance 

Parameter variation modulated the robot’s saddle-seeking and minimum-

neighborhood escaping performances. We observed that a higher climb weight increased 

saddle-seeking speed. In Variation A group where the climb weight wclimb was varied, as 

the climb weight increased, the saddle-seeking time significantly decreased (Figure 4-8A) 

(ρ = −0.69, P < 0.001, Spearman's rank correlation), indicating that the saddle-seeking 

speed increases.  

We observed that a higher converge weight increased trajectory convergence. In 

Variation A group where the converge weight wconverge was varied, as the converge weight 

increased, the trajectory divergence (quantified as the standard deviation of saddle-seeking 

error) decreased (Figure 4-8B) (ρ = −0.88, P < 0.001, Spearman's rank correlation).  

We observed that a higher haste level increased escaping speed, but a higher 

oscillation amplitude did not. In Variation B group where the maximal oscillation 

amplitude nosc,max, and the haste level λshrink was varied, as the haste level increased, the 

escaping time decreased (Figure 4-8C) (ρ = −0.64, P < 0.001, Spearman's rank correlation). 
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However, no clear trend of the escaping time was observed as the oscillation amplitude 

increased (Figure 4-8D) (P = 0.53, Spearman's rank correlation).  

All of these supported our second hypothesis that adjusting the parameters in the 

strategy made the robot behave differently. 

  

Figure 4-8: Saddle-seeking and obstacle traversal performance varies with the 

parameters. (A) Saddle-seeking time and (B) standard deviation of error as functions of 

climb wclimb and converge weight wconverge. (C and D) Escaping time as a function of (C) 

haste level λshrink and (D) maximal oscillation amplitude nosc,max. Curves and error bars are 

average  1 standard deviation of all trials. Statistics are from Spearman's rank correlation. 
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4.6.4 Robotic motion resembled animal behavior 

To elaborate on how our control strategy led to a robotic motion (Figure 4-9A) that 

resembled animal behavior (Figure 4-9B), we first describe the animal behavior 

[31,36,226] while speculating the animal’s logic for motion planning and control. Shortly 

after hitting the beams, the animal passively pitched their body up due to the resistance 

from the beam (Figure 4-9A, i). We speculated that the animal kept applying the same 

control as it approached the flat ground due to control hysteresis (i.e., not switched to 

another control for interacting with obstacles in time). This was evident by some 

cockroaches even flipping over after they hit the beams [36]. After hitting the beams and 

stopping, the animal often initially kept using the pitch mode to try to push down the beams 

and traverse, but then started oscillating its body in both roll and pitch rotations (Figure 

4-9A, ii). We speculated that the animal initially trusted the default pitch mode. However, 

as the animal kept being trapped and not escaping, it gradually lost its faith in this pitch 

mode. It became more eager to move/escape by finding and reaching another locomotor 

mode (not had to be the roll mode). This urgency explained why sometimes the animal did 

not traverse the obstacle but fled sideways or climbed on the beam to traverse [36]. Finally, 

the animal rolled its body into the beam gap (Figure 4-9A, iii) before the pitch-to-roll 

transition barrier was lower than the kinetic energy fluctuation level from body oscillation 

[31]. This may because instead of using the oscillation to make locomotor transition in a passive, 

stochastic manner, the animal identified a possible transition direction (in state space) with a small 

resistance, generating directional self-propulsion to make the transition.  
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Figure 4-9: Bio-inspired strategy leads to a robotic motion that resembles animal 

behavior. (A) A cockroach traversed grass-like beam obstacles. The animal (i) used the 

pitch mode, (ii) explored for another mode, and (iii) transitioned to the roll mode. (B) A 

simulated robot traversed beam obstacles, showing similar (i) pitch mode, (ii) exploration, 

and (iii) roll mode motion as the animal. (C) Evolution of pitch minimum and saddle 

neighborhoods on the potential energy landscape where the robot state crossed the barrier 

(x = 58 mm). Blue, red, and orange regions are minimum, maximum, and saddle 

neighborhoods. Blue and orange points are pitch minimum and saddle points. Haste level 

(i) λshrink = 0, (i) λshrink = 0.5, (i) λshrink = 1. (A) Adapted from [226].  
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We observed that the simulated robot’s motion resembled a cockroach’s behavior 

in traversing the grass-like beam obstacles (Figure 4-9B, also Movie 5). The robot also 

pitched its body up after hitting the beams due to the delay in applying our control strategy 

(Figure 4-9B, i). After hitting the beams and stopping, the robot was also trapped in pitch 

mode, and gradually oscillated in a stochastic matter (Figure 4-9B, ii). This showed that 

the robot gradually lost faith in the current locomotor mode and became more and more 

eager to escape the current one and change to another, as indicated by the expanding search 

area (Figure 4-7D) and expanding saddle neighborhoods (Figure 4-9C). Finally, when the 

robot state was still away from transition barrier but already in the saddle neighborhood, it 

generated a directional approach force to steer to cross the barrier around the saddle point 

(Figure 4-9B, iii).  

This similarity between the animal’s and robot’s motion supported our third 

hypothesis that our bio-inspired control strategy leads to a robot’s motion that resembles 

animal behavior. 

4.7 Discussion 

4.7.1 Major achievements  

In summary, we proposed a new bio-inspired control strategy. Based on the 

potential energy landscape approach served as a model for robot-obstacle physical 

interaction [26,288], such strategy enabled the robot to transition between locomotor 

modes and traverse the obstacles with the least-resistance path. This was achieved by 

following a gradient minimal direction on the potential energy landscape while maintaining 

the detectability of that direction. Using a simulated robot traversing grass-like beam 



174 

 

obstacles, we verified the usefulness of this strategy and examined the parameters’ 

functions. This was an initial step to finally enable a physical robot to traverse large 

obstacles and complex 3-D terrains using sensory feedback control, which advanced robots 

still struggle to do [15,20].  

4.7.2 Similarities between the animal’s and robot’s control 

We speculate that the similarities between the animal’s and robot’s motion were 

from the similar requirements between the cockroach’s hurriedly escaping and the robot 

traversing unknown obstacles, which resulted in similar planning and control logic. Firstly, 

they both wanted to traverse unknown obstacles in the first trial. If the animal failed to 

traverse the obstacles quickly and was trapped by them, it may result in a fatal outcome 

(e.g., being spotted by a predator and killed). Similarly, if a robot was trapped by the 

obstacle or flipped over during physical interaction with the obstacle, it usually could not 

recover by itself, which usually resulted in being abandoned and a costly failure [20,295]. 

This hindered many saddle-seeking strategies based on trial-and-error (e.g., dynamic 

programming [205], ant colony optimization [206],  genetic algorithms [207], nudged 

elastic band method and its variants [211–213], etc.) to be applied. Secondly, they had no 

prior knowledge about the obstacles. This meant that the potential energy landscapes from 

(or, more generally, the physical interactions with) the obstacles were not known in 

advance, and the animal or robot should sense and “learn” the interactions. Note that the 

grass-like obstacles in previous experiments [31,36,226] were custom-made and definitely 

not fully unknown to cockroaches. Thirdly, they both (mainly) sensed noisy contact forces 

and torques and planned and modulated actuation using sensory feedback in a limited 

bandwidth. When physically interacting with beam obstacles, the cockroach sensed the 
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obstacle contact forces and positions using groups of campaniform sensilla and sensory 

hairs embedded in its exoskeleton [140,141,235] and generated feedback control [4]. 

However, this required ∼100 ms to complete a control loop (6–40 ms for the sensory delay 

[116] and 47 ms for the neuromuscular delay [74]). Also, their antennae were usually not 

useful because they did not contact the obstacles during the physical interaction (Figure 

4-9A). Similarly, in our robotic model system, the robot sensed the obstacle contact forces 

and torques at 50 Hz [288]. We speculated that in both cases, the conflict between high 

obstacle contact forces/torques (which might result in high acceleration) and limited 

sensory-control bandwidth required the animal and robot to use mechanical feedback 

control other than the sensory feedback control [4] to maintain stability. Finally, the 

obstacle traversal and locomotor transitions for both animal and robot were strenuous and 

urgent, while the animal’s and robot’s actuations were both limited. This made it difficult 

to accumulate high momentum and urged both animal and robot to find the least-resistance 

path to transition.  

Although the insects were expected not to understand the concept of potential 

energy landscape to guide obstacle traversal, they might be able to identify a natural 

obstacle (e.g., grasses, shrubs, etc.), roughly estimate its properties, and identify the least-

resistance direction through evolution and its own development [296]. Future studies 

should measure animal neural and muscle signals and collect more biological observations 

to verify and better understand animal control strategies in identifying the least-resistance 

direction. Similarly, robots may also facilitate vision and artificial intelligence techniques 

to identify common obstacles and roughly estimate their properties based on an online 

shared library, which may help estimate the (local) landscape [237].  
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4.7.3 Comparison between our strategy and other saddle-seeking algorithms 

Our strategy has many similarities with some existing saddle-seeking strategies, 

such as following gradient extremal [208], dimer method [217], and gentlest ascent 

dynamics [218]. When approaching the saddle point, all these strategies aim to minimize 

the amplitude of the gradients (which indicated small resistance forces in our case). This 

requires the algorithm to estimate the gradient minimal direction [218], resulting in 

trajectories that strictly follow or converge to the gradient minimal curve. 

Compared to other algorithms, our strategy is more practical for robot dynamics 

and answers the motivation of saddle-seeking behavior. Because the other strategies are 

proposed for abstracted mathematical problems (mainly in physical chemistry), they lack 

consideration of robotic dynamics and needs. (1) Most other strategies do not consider the 

dynamics, inertial effect, and stochasticity when a robot physically interacts with obstacles, 

so they either do not give continuous trajectories (e.g., dynamic programming [205], ant 

colony optimization [206], genetic algorithms [207], and the nudged elastic band method 

and its variants [211–213]), or may give impractical trajectories that contain sharp turns 

(e.g., following Newton trajectories [214], orthogonal trajectories [215], gradient extremals 

[208,216], dimer method trajectories [217], and gentlest ascent dynamics [218]). We 

solved this problem by applying control in the external forces and torques. (2) Nearly all 

other strategies assumed that the Hessian matrices can be obtained analytically or 

calculated numerically by sampling gradient at adjacent points and using a central 

difference scheme (e.g., dynamic programming [205], ant colony optimization [206], 

genetic algorithms [207], the nudged elastic band method and its variants [211–213], the 

metadynamics method [209], the adaptive biasing force method [210], following Newton 
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trajectories [214], orthogonal trajectories [215], gradient extremals [208,216], dimer 

method trajectories [217], and gentlest ascent dynamics [218]), which is impractical for a 

robot on an unknown potential energy landscape. We solved this problem by sampling the 

obstacle contact forces and torques as the landscape gradients along the robot’s trajectory 

and using a custom estimator. We also involved an oscillation force and a sideway force to 

recover the detectability of the gradient minimal direction when necessary. (3) Nearly all 

strategies are only applicable to fixed landscapes (same examples as in (2)). We solved this 

problem using a modified estimator for the gradient minimal directions (see Section S2). 

(4) None of the other strategies motivate saddle-seeking behavior. In our bio-inspired 

strategy, the saddle-seeking process was triggered when the robot was trapped in the 

current locomotor mode for a prolonged duration, which still allowed the robot some time 

to try the default mode (e.g., traversing using the pitch mode was easier than using the roll 

mode if the beams were flimsy [31]). Adjusting parameters such as climb weight wclimb, 

converge rate wconverge, and haste level λshrink also allowed the robot to present rich behaviors 

showing different urgencies and saddle-seeking accuracies for various applications. 

4.7.4 Climb weight controlled morphing of the effective potential landscape  

The climb weight modulated the attraction of minima and saddle points 

dramatically. We elaborate on this using the effective potential landscape, which evolved 

as the climb weight varied. A bifurcation occurred at the climb weight wclimb = 1.0, where 

the effective potential landscape gradient was zero along the climb direction. For wclimb < 

1.0, the amplitude of the approach torque was smaller than the original landscape gradient 

in the climb direction, which resulted in the effective potential landscape gradient being 

the same direction as the potential energy landscape gradient in such direction. Here, the 
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minima and saddle points on the potential energy landscape (Figure 4-10A) were still 

minima and saddle points on the effective potential landscape. However, the transition 

barrier was lower (Figure 4-10B).  

For wclimb = 1.0, the amplitude of the approach torque equaled the potential energy 

landscape gradients in the climb direction, which resulted in the effective potential 

landscape gradient being zero in such direction. Here, the flow curve crossing minima and 

saddle points on the potential energy landscape became an equipotential curve on the 

effective potential landscape (Figure 4-10C), where the system’s dynamics were 

dominated by oscillation and noise in this direction. The robot might generate a small 

oscillation force to explore along this curve to easily transition between minimum basins 

on the potential energy landscape.  

For wclimb > 1.0, the amplitude of the approach force was larger than the potential 

energy landscape gradients in the climb direction, which resulted in the effective potential 

landscape gradient being in the opposite direction as the potential energy landscape 

gradient in such direction. Here, the saddle points on the potential energy landscape 

transformed to minima, and the minimum transformed to a saddle point on the effective 

potential landscape (Figure 4-10D). The system automatically drifted to the saddle point 

and crossed the barrier on the potential energy landscape.  
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Figure 4-10: Comparison of the potential energy landscape and the effective potential 

landscapes from various climb weights. (A) Potential energy landscape. (B-D) Effective 

potential landscapes from climb weight of (B) wclimb = 0.5, (C) wclimb = 1, and (D) wclimb = 

2. The landscapes were obtained at x = 58 mm. Arrows are landscape gradients. Blue and 

orange points are pitch minimum and saddle points. Red dot curves are gradient minimal 

trajectories.  

All these explained how the approach torque steered the simulated robot to 

transition to the roll mode and traverse the obstacles. Ideally, when wclimb = 1.0, the noise 

force should occasionally steer the system state to cross the barrier and transition. However, 

it was never observed in our preliminary tests. We speculated that this was due to the delay 

from the control loop and estimation error in the climb direction (though both are small) 

that made the approach force never exactly cancel out the potential energy landscape 

gradients in the climb direction.  

4.7.5 Future directions 

We propose to develop neural networks to estimate gradient minimal directions. 

Although our estimator that directly used the contact forces and torques as the potential 

energy landscape gradients already yielded a gradient minimal direction estimation that 

matched the ground truth calculation (Figure 4-7C), it contained heavy calculations (e.g., 
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obtaining the pseudo-inverse of matrix C in Equation 4-4) for onboard microcontrollers. 

This hinders applying this control strategy to physical robots. To enable estimating gradient 

minimal directions with light-loaded calculation, we propose to develop a long short-term 

memory neural network estimator [297] (similar to that developed in [298]). The neural 

network should be able to estimate such directions from measured forces and torques 

directly through simple forward propagation, which is affordable for microcontrollers and 

facilitates physical robotic experiments.  

We propose to use active sensing behavior to recover the detectability of the 

gradient minimal directions. The need to sense environmental interaction physics and 

traverse obstacles may place competing demands on the robot’s locomotion similar to the 

animals [195]. Instead of conducting an extra phase to generate motion that benefits 

sensing besides the desired motion, we envision involving an active sensing motion over 

another degree of freedom other than the existing ones that may resolve this motion conflict. 

Curiously, the discoid cockroach often exhibited up/down head oscillations (more than on 

flat ground [226]) while pushing against large obstacles. We speculate that such motions 

resembled a local sweep in the body rotational space without physically moving the body, 

which had no interference with the locomotion for obstacle traversal. Future studies can 

use mathematical derivations and robophysical models to examine how the forces and 

torques measured from motion in the extra dimension (e.g., from head oscillation) can be 

transformed into the original dimensions (e.g., body rotation) to estimate the local 

landscape.  

We propose to use Langevin dynamics to model the stochastic physical interaction 

between robots and obstacles. When physically interacting with the obstacles, the robot’s 



181 

 

dynamics are not only governed by the potential energy landscape and self-propulsion but 

also affected by damping, stochasticity, and inertial effects [39,288], which should be 

captured by Langevin dynamics [275–277]. The defusing and stochastic nature of 

Langevin systems is also observed in our simulation (Figure 4-7D). So, we propose to use 

Langevin dynamics to better understand the robot-obstacle physical interaction system, 

which inspires more control strategies to traverse large obstacles. 

Finally, a few issues in this study remain to be resolved or refined. Firstly, despite 

the strategy being able to guide a robot to cross a barrier via the saddle point on the potential 

energy landscape, the strategy could not identify whether the barrier was already crossed. 

As a result, instead of instantly “turning off” the control force to finish the mode transition, 

the robot state oscillated around the saddle point for a short period. We speculate that the 

robot should be able to identify barrier crossing by monitoring the change in the sign of the 

potential energy landscape gradients along the climb direction, which should reverse after 

crossing the barrier. Secondly, whether this strategy is effective on a rugged potential 

energy landscape with multiple small local minimum basins remains unknown. We 

speculate that the strategy can either let the robot escape from them individually or use a 

large enough sample size for the custom estimator to ignore these small basins. Thirdly, 

we still lack rigorous mathematical proof of completeness (i.e., being able to find a 

locomotor transition if one exists) and optimality in minimizing the resistive forces and 

torques of our strategy. To do this, we should first capture the full dynamics of the physical 

interaction using Langevin dynamics. Lastly, we have not yet tested the strategy’s 

robustness against sensory noise and large friction. We currently use the friction coefficient 

measured from a physical robotic system and the default sensory noise in ProjectChrono. 
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We should systematically vary the sensory noise level and the friction coefficient in the 

simulation and observe the changes in the robot’s performance in traversing obstacles.  

4.8 Supplementary Information 

4.8.1 Pseudo-algorithm 

begin 

while not reach goal and not reach time threshold 

 estimate landscape Hessian matrix H using last k measured gradients; 

 if cond(C) > thresh then %% gradient minimal direction not detectable 

  get current velocity v; 

  output sideway force Fside ⊥ v; 

 else then 

d1 ← larger eigenvalue of H;   

d2 ← smaller eigenvalue of H; 

d2,min ← min (d2, d2,min); 

if d2 > nshrink × d2,min then %% in modified minimum neighborhood 

 ttrap = ttrap + dt; 

 modify nosc and nshrink; 

 output oscillation force Fosc; 

else if d1 < 0 then %% in maximum neighborhood 

 output no force; 

else then %% in modified saddle neighborhood 

get climb and converge directions; 

get gradients along climb and converge directions; 
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output approach force Fapp; 

end if  

 end if 

end while 

end 

4.8.2 Modified gradient minimal direction estimator for evolving landscape 

The gradient minimal direction estimator was modified to adapt to an evolving 

landscape, where the landscape evolved as the robot’s fore-aft translation (x) changed 

besides rotation (roll α and pitch β). We approximated the local landscape E using its 2nd-

order Taylor expansion: 

𝐸(𝑥 + 𝛿𝑥, 𝛼 + 𝛿𝛼, 𝛽 + 𝛿𝛽)

= 𝐸(𝑥, 𝛼, 𝛽) + (
𝜕𝐸

𝜕𝑥
)
(𝑥,𝛼,𝛽)

𝛿𝑥 + (
𝜕𝐸

𝜕𝛼
)
(𝑥,𝛼,𝛽)

𝛿𝛼 + (
𝜕𝐸

𝜕𝛽
)
(𝑥,𝛼,𝛽)

𝛿𝛽

+
1

2
(
𝜕2𝐸

𝜕𝑥2
)
(𝑥,𝛼,𝛽)

𝛿𝑥2 +
1

2
(
𝜕2𝐸

𝜕𝛼2
)
(𝑥,𝛼,𝛽)

𝛿𝛼2 +
1

2
(
𝜕2𝐸

𝜕𝛽2
)
(𝑥,𝛼,𝛽)

𝛿𝛽2

+ (
𝜕2𝐸

𝜕𝑥𝜕𝛼
)
(𝑥,𝛼,𝛽)

𝛿𝑥𝛿𝛼 + (
𝜕2𝐸

𝜕𝑥𝜕𝛽
)
(𝑥,𝛼,𝛽)

𝛿𝑥𝛿𝛽 + (
𝜕2𝐸

𝜕𝛼𝜕𝛽
)
(𝑥,𝛼,𝛽)

𝛿𝛼𝛿𝛽,  

= 𝑎1 + 𝑎2𝛿𝑥 + 𝑎3𝛿𝛼 + 𝑎4𝛿𝛽 +
1

2
𝑎5𝛿𝑥

2 +
1

2
𝑎6𝛿𝛼

2 +
1

2
𝑎7𝛿𝛽

2

+𝑎8𝛿𝑥𝛿𝛼 + 𝑎9𝛿𝑥𝛿𝛽 + 𝑎10𝛿𝛼𝛿𝛽. (4-12)
 

The gradients G and Hessian matrix H of this potential energy function over the 

roll-pitch section were: 

𝐺𝑟𝑝(𝑥 + 𝛿𝑥, 𝛼 + 𝛿𝛼, 𝛽 + 𝛿𝛽) =  [
𝑎3 + 𝑎8𝛿𝑥 + 𝑎6𝛿𝛼 + 𝑎10𝛿𝛽
𝑎4 + 𝑎9𝛿𝑥 + 𝑎10𝛿𝛼 + 𝑎7𝛿𝛽

] , (4-13) 
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𝐻𝑟𝑝(𝑥 + 𝛿𝑥, 𝛼 + 𝛿𝛼, 𝛽 + 𝛿𝛽) = [
𝑎6 𝑎10
𝑎10 𝑎7

] . (4-14) 

Rearranging Equation 4-13 and stacking the most recent k measurements, we 

obtain: 
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] . (4-15) 

From this, we obtained the pseudo-inverse of the matrix C on the left-hand side and 

multiplied it with the right-hand side to obtain the coefficients a6, 7, 10, which gave the 

Hessian matrix Hrp in the roll-pitch section.  

4.8.3 Validation of model system simulation 

We validated the simulation by conducting the same robotic control as in two 

previous experiments [31,288], and compared the transversal probability and obstacle 

contact forces and torques. Specifically, to mimic the control in [31] (Figure 4-5C), we 

disabled the motors (i.e., allowing the robot to rotate freely) and added a forced vertical 

oscillation of the amplitude and various frequencies (f = 0 – 6 Hz) the same as in [31], and 

conducted n = 100 trials of simulation for each frequency. We observed that the pitch-to-

roll mode transition probability in our simulation matched that in the previous experiment 

(P ≥ 0.34, Fisher’s exact test) (Figure 4-11A). To mimic the control in [288] (Figure 

4-5D), we set the robot to various roll (α = 0° – 40°) and pitch (β = −40° – −10°) 

combinations, the same as in [288] and fixed the robot rotation, and conducted n = 100 

trials of simulation for each rotation. We observed that the measured obstacle contact 
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forces and torques in our simulation matched that in the previous experiment (Figure 

4-11B), with a small relative error of 5%  7% in x direction, 7%  9% in roll direction, 

and 7%  5% in pitch direction (see definition of relative error in [288]). 

 

Figure 4-11: Simulation results matched the physical systems. (A) Comparison of 

pitch-to-roll mode transition probability between simulation (solid curves) and physical 

system in [31] (dashed curves). (B) Comparison of measured (i) forces in fore-aft (red), 

lateral (green), and vertical (blue) directions and (ii) torques in roll (red), pitch (green), and 

yaw (blue) directions from a representative trial in simulation (solid curves) and physical 

system in [288]. 
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Table 4-1 Parameters of model system and simulation 

Robot Mass (g) 1000 

 Length (mm) 236 

 Width (mm) 170 

 Thickness (mm) 66 

 Distance between CoM and CoG (mm) 8 

 Height z (mm) 138 

 Damping in x (N·mm−) 0.1 

 Damping in roll (N·mm·sec·rad−) 1 

 Damping in pitch (N·mm·sec·rad−) 6 

Beam Lateral distance (mm) 130 

 Length (mm) 300 

 Width (mm) 30 

 Thickness (mm) 2 

 Stiffness K (N·mm·rad−1) 300 

Control Desired forward velocity (mm·sec−)) 20 

 Proportional control gain Px 0.08 

 Velocity threshold of being trapped 1.5 

 Autoregressive coefficient of approach force φapp  0.5 

 Autoregressive coefficient of oscillation force φosc  0.3 

 Converge rate of oscillation λ osc 0.1 

 Autoregressive coefficient of sideway force φsid 0.6 

 Sideway force level σsid [3, 3] 

 Filter sample number k 30 

 Condition number threshold 33 
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Chapter 5 Conclusion 

5.1 General remarks 

In this dissertation, we combined biological and robotic studies to investigate how 

a locomotor (animal/robot) should physically interact with terrains and traverse them, using 

a model system of a cockroach and a cockroach-inspired legged robot traversing cluttered, 

large obstacles as a pair of grass-like beams.  

Previous studies in our lab [26] revealed that, to traverse complex terrain, the 

locomotor should transition from the current locomotor mode to one that leads to a 

successful traversal (e.g., from pitch to roll mode in the model system). The lab also 

established a potential energy landscape modeling based on first principles that describes 

and predicts such stochastic locomotor transition. However, as is often the case in initial 

investigations, many interesting topics had not been studied, such as understanding whether 

and how adjustments can facilitate transitions, how to obtain potential energy landscapes 

of unknown terrains, and how this modeling guides a robot to traverse obstacles with 

feedback control.  

Our study focused on bridging this knowledge gap by further developing the 

potential energy landscape modeling theory and involving actuation and adjustments, 

sensing, and planning and control strategies. We showed that this modeling can further 

explain some biological adjustments in strenuous locomotion, and this theory and related 

bio-inspired strategies can facilitate a robot to identify and modulate its physical interaction 

with obstacles to traverse them. Our work expanded the applications of potential energy 

landscape modeling, leading to advancements in biology and robotics [299].  
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5.2 Specific accomplishments 

• Captured the detailed kinematics of cockroaches traversing grass-like beam obstacles 

and quantified multiple adjustments on the animals’ heads, abdomens, and legs. Found 

that the cockroaches oscillated their heads more when negotiating with the beams, 

oscillated their abdomens more after rolling into the beam gaps, used their legs 

differentially more when pitching up against the beams, and tucked their legs inward 

more after rolling into the beam gaps (Chapter 2). 

• Discovered the usefulness of the animals’ adjustments. Added head and legs to the 

simplest model of the cockroach traversing beam obstacles to examine whether the leg 

tucking-in and head oscillation affect the shape of the potential energy landscape and 

transition barrier. Found that the leg tucking-in significantly reduced the animals’ 

pitch-to-roll transition barrier; the head oscillation did not significantly affect the 

animals’ pitch-to-roll or roll-to-deflect transition barriers (Chapter 2). 

• Designed and built a robot capable of sensing physical interaction with the beam 

obstacles. The robot sensed the contact forces using custom 3-D force sensors and 

estimated the resulting torques by sensing the contact position using touch-sensitive 

cells on the surface. Controlled the robot to move into and interact with beams while 

measuring contact forces and torques (Chapter 3). 

• Discovered that the contact forces and resulting torques with the obstacles are roughly 

the potential energy landscape gradients. The normal forces and resulting torques 

matched better with the potential energy landscape gradients, which equaled 

conservative forces and torques (Chapter 3).  
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• Reconstructed the potential energy landscape from contact force and torque sensing in 

unknown obstacles. The robot swept a rectangular region in the state space by varying 

its rotational angles. The potential energy landscape reconstructed from Helmholtz 

decomposition matched ground truth calculations (Chapter 3).  

• Developed a practical, bio-inspired, potential energy landscape-based control strategy 

that enabled robots to perform a single, prior-free obstacle traversal with the least effort. 

The least-resistance path was the gradient minimal curve on the potential energy 

landscapes. The robot used continuous force and torque sensing to identify the gradient 

minimal direction and followed and converged to this direction to achieve least-

resistance locomotor mode transitions. The robot also generated active oscillations and 

sideway turnings to enhance the detectability of such directions. Validated the control 

strategy in a simulation of a robot traversing beam obstacles using ChronoEngine 

(Chapter 4). 

• Discovered the effect of key parameters in the strategy on the traversal performance of 

the simulated robot. Especially, a higher climb weight increased the speed of reaching 

the saddle point yet reduced the accuracy. A higher converge weight increased 

trajectory convergence to the gradient minimal curves. A higher haste level increased 

the escape speed from the initial basin (Chapter 4). 

• Discovered two robotic active sensing behaviors. In particular, head oscillations 

modulated contact force and torque sensing when negotiating with the obstacles, 

making the sensed data closer to the potential energy landscape gradients (Chapter 3). 

Sideway tuning enhanced the estimation of the shape of the local potential energy 

landscape, facilitating the estimation of the least-resistance directions (Chapter 4). 
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5.3 Future directions 

With limited time and personal strength, many natural extensions of this thesis have 

not been studied thoroughly. Here, we elaborate on our envisioned studies towards a better 

understanding of how animals and robots should physically interact with complex terrain 

in biology, robotics, and physics aspects (Figure 1-4).  

5.3.1 Biology 

Using neural tools to examine whether adjustments are from feedback control. 

Animal’s motion merged from physical interaction with the terrain (i.e., passive) and can 

be modulated by both neural sensory feedback and mechanical feedback controls [4]. It is 

challenging to determine the contribution of the three aspects and the usefulness of control 

(if it exists) from only the kinematics (Chapter 2). On the other hand, neural signals like 

muscle action potentials provide clear and direct evidence of the existence or absence of 

neural and mechanical feedback control [23,74]. We should test whether the biological 

adjustments we claimed in Chapter 2 are generated by feedback control by measuring these 

neural signals. Then, we should combine the results with the potential energy landscapes 

or other models to understand their usefulness. 

Understanding biological sensory fusion. Animals combine multiple sensory 

pathways (e.g., vision, mechanosensing, electrosensing) to sense the environments and 

modulate locomotion [300–303]. When cockroaches traverse complex terrain, they not 

only sense the resistive forces and torques from the terrain (similar to the robots in Chapters 

3 & 4) from mechanosensing, but also sense the terrain geometry from vision and antennae 

[137,138,152,222]. We should understand how the animals fuse these vision- and contact-
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based sensory signals to get the geometry and force information, which may inspire sensor 

fusion strategies for robotics.  

Arenas that precisely monitor physical interaction with obstacles. Although force 

plates or photoelastic substrate techniques can already sense ground contact forces, as 

mentioned in Section 1.2.5, such tools cannot provide enough information on the physical 

interaction between animals and cluttered terrain. Especially, the traditional force plates 

measure the overall forces instead of the contact forces with each obstacle. Photoelastic 

substrates are usually restricted to flat surfaces and cannot provide precise measurements 

compared to load cell-based sensors. We propose developing biological experiment arenas 

that precisely monitor physical interaction with obstacles. To do this, we should separate 

the ground and obstacles into small, gridded sections (e.g., 1 mm × 1 mm grids) and 

measure the 3-D contact forces on each section using a 3-axis force sensor (similar to 

custom force sensors in Chapter 3). One challenge is the conflict between the numerous 

sensors and limited space. We propose to distribute the force sensors away from the arena 

and link the gridded terrain sections and the force sensors via levers, similar to the keyboard 

structure of a mechanical typewriter. With these arenas, the contact force and position 

sensing between each animal body part or appendage and each obstacle can be obtained 

with controlled precision. These tools enable us to obtain precise ground contact forces and 

resulting torques, which facilitates verifying more hypotheses (e.g., the differential leg use 

of cockroaches (Chapter 2) generated a roll torque).  

5.3.2 Robotics 

From a recent quantification and comparison between animals’ and robots’ 

locomotion performances (mainly on running) [304], robots are better than animals in 
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nearly all subsystems, including power, frame strength, actuation, sensing, and control. 

Yet, animals still outrun robots in overall performance because of the challenge of 

integrating the robotic subsystems. However, we argue that in traversing complex terrain, 

the sensing, actuation, and control robotic subsystems are still not comparable to their 

biological counterparts and need further development to achieve higher locomotion 

performance. Here, we propose several future directions. 

Bio-inspired force and torque sensors for real-world terrain. Although current 

robotic visual sensors can tie to even the most sophisticated biological counterparts, robotic 

mechanoreceptors (e.g., force and touch sensors) that are of great importance in monitoring 

physical interaction with terrains (Chapter 3) always fail to compare to the animals. They 

are quantitatively fewer in number and type and less in area of distribution [140,304,305]. 

We propose that robots should have adequate, even redundant, force and touch sensors of 

various kinds and ranges [306] on their surface to monitor physical interaction. Especially, 

we propose to develop a bio-inspired surface sensor cluster that measures contact force, 

mimicking a campaniform sensillum cluster. Campaniform sensilla are biological 

membranes on the insect’s exoskeleton. They are sensitive to mechanical deformation. 

They often form clusters and have various orientations (Figure 5-1), which allows them to 

sense the forces of various directions and be robust against damage [142]. We propose to 

develop robotic sensor clusters mimicking the campaniform sensillum clusters to achieve 

surface force sensing. 
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Figure 5-1: Campaniform sensillum cluster. (A) Scanning electron microscopy image 

of the campaniform sensillum cluster. (B) A cluster of campaniform sensilla with various 

orientations. The red and green directions are the main axes of their caps. (C) Strain of 

campaniform sensillum caps in (i) most tensile and (ii) most compressive cases. Adapted 

from [142].  

Neural network estimator for least-resistance directions. The current method to 

obtain the least-resistance directions (i.e., the gradient minimal directions) on potential 

energy landscapes (i.e., it needs to obtain a pseudo-inverse of a roughly 30 × 7 matrix) is 

computationally heavy for microcontrollers (Chapter 4), which hinders applying the 

strategy to real-world experiments. Also, the method treats each measurement from a short 

history equally, which contradicts the intuition that the more recent data should have a 

larger effect on the estimation result. To address this, we propose to build a long short-term 

memory (LSTM) neural network estimator [297] to obtain the least effort directions. 
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Unlike traditional model-based analyses, which rely heavily on detailed knowledge of 

system dynamics and is often difficult to obtain inputs of the dynamics equations (such as 

system states) in highly nonlinear systems [192,194], a neural network can derive the 

desired information directly from measured data through simple forward propagation 

[298]. This process is computationally efficient, even for microcontrollers. Moreover, the 

network’s training process automatically optimizes the impact of measurements on the 

estimation results, adapting to the time series data. We propose training this neural network 

estimator using massive data from simulation (Chapter 4), which will be used to calculate 

the least-resistance directions and evaluate its detectability. This neural network estimator 

may allow robots to make real-time decisions, facilitating real-world experiments.  

Applying the control strategy on a free-running legged robot. Compared to the 

tethered robots (Chapters 3 & 4), applying our control strategy (Chapter 4) on a free-

running legged robot to enable real-world obstacle traversal can be very challenging, aside 

from the need to process noisy force sensory data. Here, we list two other challenges to 

achieving such a goal.  

Firstly, handling high-dimensional motion. In systems from previous studies, the 

potential energy landscapes are usually presented as a function of the state in two principal 

dimensions (pitch and yaw angles in bump [33] and gap traversal [34], pitch and bearing 

angles in pillar traversal [35], roll and pitch angles in beam traversal [31,226,227] and 

ground self-righting [11,37–39]). However, such decisions of principal dimensions are all 

based on the empirical experience of researchers who have long-time observations of 

related biological and robotic motions and are even based on trying-on-errors. Generally, 

a rigid, single-segment robot’s trajectory involves six dimensions, usually considered as 



195 

 

three translational and three rotational. Adjustments (e.g., head oscillation, tail actuation) 

add more dimensions. Dimension explosion makes the landscape difficult to analyze and 

visualize. The robot should apply the strategy in the principal dimensions to transition 

between locomotor modes and traverse obstacles. Here, we provide four criteria about 

when a dimension can be “squeezed” (i.e., being less important). (1) The system is 

neutrally identical along one dimension. Examples include lateral displacement in bump 

and gap traversal and horizontal displacements in flat ground self-righting [11,33,34,37–

39]. (2) The system quickly converges to a landscape local minimum in other dimensions 

that is continuous in one dimension. This case is similar to treating a river as a one-

dimension curve by squeezing the lateral dimension into the midline. Examples include 

vertical displacements in all the cases above except for robotic beam traversal [11,31,33–

35,37–39,226]. (3) A dimension forced to follow a trajectory or couple with another 

dimension. Examples include translational displacements in robotic beam traversal 

[31,227]. (4) The dimension along the observed trajectory. Squeezing in such a dimension 

helps understand the motion in other dimensions along the trajectory. Examples include 

the lateral displacement and yaw angles in the biological beam traversal [31,226]. (5) 

motion coupled by transmission mechanism or neural control. Although these criteria can 

help reduce the dimensions, we can easily spot a “chicken and egg dilemma”: the robot can 

only know that one dimension can be “squeezed” by examining that dimension or after 

having a rich experience traversing the terrain. We need practical methods to solve this 

dilemma and enable effective dimensional deduction.  

Secondly, lack of methods to generate effective propulsion. The direct-drive (DD) 

robotic legs [19,73,307,308] achieve high transparency, mechanical robustness and 
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efficiency, and actuation bandwidth [19]. They also allow direct leg torque monitoring and 

control [73,79]. However, robotic legs naturally provide noisy, dimension-correlated, 

substrate-dependent propulsions. Although the reaction force of legged motion on the rigid 

ground [21,309,310] or yielding terrain [32,311] is modeled, we still don’t know the 

fundamental principles of generating desired propulsion by contacting arbitrary obstacles. 

We need models and methods to let robots generate controlled, precise, and frequently 

changing propulsions like animals [9] (Chapter 4).  

5.3.3 Physics Models 

Capturing full dynamics using Langevin equations. We propose to use Langevin 

equations [275–277] to capture the full dynamics of a physical interaction with obstacles: 

𝑚𝑋̈(𝑡)⏟  
Inertial effect

= −∇𝑃𝐸(𝑋)⏟      
Potential gradient

+ 𝑓(𝑋, 𝑡)⏟  
Damping

+ 𝜂(𝑡)⏟
Randomness

+ 𝐹𝑒𝑥𝑡(𝑡)⏟    
External forces

(5-1)
 

Langevin dynamics captures not only the natural drift of a system (in the potential 

gradient term) like the potential energy landscapes, but also frictions and damping, 

stochasticity, inertial effects, etc. The simulation results of a robot physically interacting 

with beam obstacles (Chapter 4) have already demonstrated the stochastic, diffusive nature 

of physical interaction systems (Figure 4-7D), suggesting Langevin dynamics. However, 

instead of having a simple, isolated viscous damping term as common in microscopic 

particle motion, the friction between locomotors and terrains from the macroscopic 

physical interaction is usually difficult to model and also affects the normal forces (which 

is the gradient term in the ideal case, Chapter 3). This makes the Langevin equations 

difficult to compose. We speculate that we can initially use Langevin dynamics with 
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common viscous damping assumption as a rough estimate and further augment the model 

to adapt to the macro-scale locomotion. 

Using data-driven methods to obtain potential energy landscapes in unknown 

terrains. Aside from using contact force and torque measurements to reconstruct the 

potential energy landscape (Chapter 3), another possible approach to obtaining the 

landscape of an unknown terrain is using data-driven methods. Suppose the stochastic 

locomotor-terrain physical interaction is modeled using Langevin dynamics (previous 

paragraph), we may use data-driven methods to obtain the potential term in the Langevin 

equations to obtain the landscape. Especially, we can launch naïve animals and self-

propelled, feedforward-controlled robots [312] in the terrain and let them stochastically 

interact with it. Then, we can obtain their trajectories and use classical statistical data-

driven methods [120] and machine learning-based approaches [313,314] to identify the 

potential term in the Langevin equation as the potential energy landscape. This approach 

should be preferred over the one proposed in Chapter 3 for animal experiments because 

measuring the contact position and force on an animal is usually challenging [52,169–171]. 

Using existing knowledge base to obtain potential energy landscapes in unknown 

terrains. We already know the potential energy landscape of various types of obstacles [26], 

and this knowledge base can be further expanded and accumulated with more studies using 

theoretical modeling [26], real-world robotic experiments (Chapter 3 and previous 

paragraph), or knowledge and experiences from other robots. Benefiting from this large 

knowledge base, we may obtain the potential energy landscape of a known terrain by 

identifying the distinct obstacles on it from multiple abstracted types [26] and combining 

their landscapes to form a new one. However, the landscapes from different obstacle types 
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are on different dimensions (e.g., roll, pitch, yaw, bearing dimensions in Figure 1-3D), so 

they cannot be simply patched together. We should carefully combine the individual 

landscapes according to their dimensions and the obstacle distribution. Also, with only 

remote sensing (e.g., visual scanning), obtaining the obstacle’s full geometry and precise 

physical properties is still hard. We propose launching robots to approach the obstacle and 

use active perception to identify these properties [237,315]. 

Using potential energy landscapes to model flexibility and mechanical intelligence. 

Cockroaches with jointed exoskeletons have huge body flexibility that can facilitate 

locomotion, e.g., crawl through crevices smaller than their natural thickness [10], which 

all our robots fail to do. Many mobile robots already have jointed, compliant bodies and 

appendages that facilitate navigation in cluttered and confined spaces [10,64,65,316,317] 

(Figure 5-2). We speculate these robots’ locomotion can also be captured using the 

potential energy landscape modeling. Because the compressions are usually from the 

folding of 1-D elastic joints, the additional elastic potential energy to the system can be 

calculated.  

Aside from flexibility, many passive morphologies and mechatronic systems show 

“mechanical intelligence” [318,319] that automatically leads to a favorable result from 

physical interaction (e.g., stable grasping [320,321],  dynamic stability [21,22,46], 

transition to a model leading to success [35,36], etc.). We speculate that potential energy 

landscape modeling is a promising tool for understanding robotic flexibility and 

mechanical intelligence, as it usually emerges from physical interaction without control. 

Studies should continue seeking these from bio-inspiration to simplify robotic modulation 

of physical interaction.  
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Figure 5-2: Example robots with compliant bodies and appendages that navigate 

cluttered terrain and confined spaces. There are 101 to 102 elastic joints on each robot 

that enable body and leg compliance. Dashed red lines show some of them. (A) (I) CRAM 

robot and (ii) its structure schematics. (B) CLARI robot. (C) DASH robot. (D) A centipede 

robot. Adapted from [10,65,316,317]. 

Developing new models for physical contact. Potential energy landscapes can only 

capture limited scenarios of physical interaction with complex terrain. It is only effective 

in a “potential energy landscape-dominated regime of locomotion,” where large potential 

energy barriers are comparable to or exceed kinetic energy and/or mechanical work 

generated by each propulsive cycle or motion [26]. It also emphasizes the stochastic 

physical contact (e.g., collision) with obstacles [31,35,36] and the existence and usefulness 
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of stochasticity and large oscillation [31,38,39,322]. These hinder its applications of less 

stochasticity, such as mammal locomotion where the obstacle contact is usually at a foot 

or a paw, stable, and long-lasting (e.g., we struggled in applying this modeling to a rat 

jumping across a gap [323] and a mountain goat climbing a cliff [324]), surgical robotics, 

etc. These limitations encourage us to revise current models, clarify their effective ranges, 

and develop new animal/robot physical interaction models with obstacles under other 

conditions or requirements.  

5.4 Final thoughts 

When working on the projects shown in this dissertation and witnessing the other 

projects (with snakes, amphibious fishes, spiders, etc.) in Dr. Chen Li’s lab, I have always 

been fascinated by and appreciated the beauty of biological locomotion more. Initially, I 

thought they were only fun to watch, but now, I observe them more out of scientific 

curiosity. These studies also taught me that scientific research should not (only) focus on 

“showing off skills.” Small, simple, “quick and dirty” (quote from Dr. Chen Li) robots, 

tools, and tests are sufficient to make a big difference. I have learned, yet I still need to 

learn more about balancing fun and rigor in research with limited time, personal strength, 

and funding. I am still interested in biological and robotic locomotion and look forward to 

hearing about updates and offering help on the ongoing and future projects related to those 

above.  
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Appendix 

Below are some additional attempts that are not mentioned in the main context. 

However, we would still show them there because they either inspired and led the projects 

above or had flaws we pointed out to help other researchers avoid the same mistakes. 
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A.1 Optimal trajectory for a cockroach traversing beam obstacles 

This section was submitted as a project report for the course “Applied Optimal 

Control” in Fall 2020, authored by Yaqing Wang and Boyang Xiao. We re-used the article 

in this chapter with slight format changes under CC BY 4.0 and with permission from all 

authors. 

A.1.1 Author contributions 

Yaqing Wang designed research; Boyang Xiao transformed the potential energy 

landscape into a polynomial; Yaqing Wang conducted optimization; and Yaqing Wang and 

Boyang Xiao wrote the paragraph. 

A.1.2 Acknowledgment 

We want to acknowledge the Terradynamics Lab at Johns Hopkins University for 

providing the topic of this study and landscape data and Professor Marin Kobilarov for 

inspiring guidance. 
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A.1.3 Summary 

Cockroaches are amazingly good at traversing complex terrain. A recent study 

showed that to traverse beam obstacles, a cockroach often transitioned from the pitch mode 

(pitching up its body and trying to push through) to the roll mode (rolling into a beam gap 

and traversing) for easier traversal. A potential energy landscape approach was used to 

explain this phenomenon. As the cockroach approached the beam, a “pitch basin” emerged 

at zero roll and finite pitch on the potential energy landscape. A “roll basin” emerged at 

near-zero pitch and over 50° roll, which was lower than the pitch basin. The cockroach 

often escaped from the pitch basin and reached the roll basin. 

Here, we tested whether we could understand how animals optimized their 

trajectories. We optimized the trajectory based on the potential energy landscape using 

heuristic cost functions and compared the result with measured animal trajectories from 

the physical experiments. We found that the optimized trajectory was similar to an animal 

using a pitch mode without manually interfering with the optimization process. However, 

when we forced the trajectory to enter the roll basin on the landscape, the optimized 

trajectory was similar to an animal using a roll mode and cost less than the previous one. 

We speculated that the trajectory using a pitch mode was at a local minimum of the 

optimization process. Suppose the animal actively made adjustments from neural feedback 

to induce pitch-to-roll transition, it must have the intelligence to know that it should seek 

other locomotor modes rather than stay in the default one (also Chapter 4).  
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A.1.4 Method 

Model landscape. In the simplest model of the cockroach traversing beams in [31], 

the animal was modeled as a rigid ellipsoid, and the beams were modeled as rigid plates 

with torsional springs at the bottom. The potential energy was the sum of the body and 

beam’s gravitational potential energy and beam elastic energy. The beam stiffness we 

selected was 2.5 (we omitted all units in section A.10), which was stiff for the animal. The 

system’s potential energy is fully determined by animal forwarding displacement X, body 

roll, and body pitch, which is history-independent. To generate this landscape, we swept X 

(range [−24.2, 33], interval 0.2), roll (range [−, ], interval /36), and pitch (range [−, 

], interval /36) and calculated the 3-D gridded potential energy as a landscape (287 × 73 

× 73). The landscape in the roll-pitch cross-section evolves as X increases (Figure 5-3). 

 

Figure 5-3: Potential energy landscape evolving as a cockroach traversing beams. 

Adapted from [31]. 
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The original landscape defined in the model is not analytical and is non-smooth. To 

enable optimization, we used 15th-degree polynomial of the original potential energy 

landscape for optimal trajectory. In polynomial regression [325], the X, roll, and pitch were 

the inputs, and the potential energy was the output. To reduce the variance, we chose ridge 

regression as our regression method. The coefficient for ridge regression was: 

β̂ = (ATA + λ𝐼)−1AT𝑃𝐸, (5-2) 

where A is a N×M matrix with the polynomial terms (N = 287 × 73 × 73 is the number of 

data points, M is the number of terms in a 15th-degree, 3-variable polynomial), ( ≥ 0) is a 

complexity parameter. The polynomial could be expressed as: 

𝑓(𝑋, 𝑟𝑜𝑙𝑙, 𝑝𝑖𝑡𝑐ℎ) = β̂T𝑥, (5-3) 

where x contains all the terms of the polynomial.  

Cost function. We hypothesized that the cost function that the cockroach should 

minimize (note: we did not claim that cockroaches considered in this way) was the potential 

energy it would accumulate. We defined the cost function as: 

𝐽 =
1

2
∫ [(𝑃𝐸 − 𝑟)2(𝑡) + 𝑢𝑇𝑅𝑢]𝑑𝑡
𝑡𝑓

0

, (5-4) 

where tf is the fixed final time, r is the global minimum of PE, u is input, and R is the 

weight of input, which was very small as 0.0005).  

Optimization tool and settings. We used ACADO for MATLAB [326] as the 

optimization tool. We selected direct multiple shooting with a step size 288 and a KKT 

tolerance 1e-8. To simplify the dynamics, the animal moved forward at a constant speed. 

The body roll and pitch velocity were directly changed by inputs (𝑋̇ = 1, 𝑟𝑜𝑙𝑙̇ = 𝑢1, 𝑝𝑖𝑡𝑐ℎ̇ =

𝑢2). We set necessary limitations to roll and pitch, and limitations to the input according to 
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the maximal roll and pitch velocity observed in animal experiments (roll ∈ [-, ], pitch ∈ 

[-, ], |u1| ≤ 2/9, u2 ≤ /5). We set the roll and pitch to be zero at the start and the end 

(tf  = 57, X(0) = −24.2, roll(0) = roll(tf) = 0, pitch(0) = pitch(tf) = 0). 

A.1.5 Results 

 Landscape fitting. The 15th-degree polynomial reproduces the original landscape 

(Figure 5-4A, B) with a fitting error of 0.00  0.06 (mean  s.d.). 

 

Figure 5-4: Potential energy landscapes in roll-pitch cross-section and trajectories. 

(A) Original landscape. (B) Polynomial. (C) Pitch mode trajectory on polynomial. (D) Roll 
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mode trajectory on polynomial. (E) A typical animal trajectory on the original landscape. 

(i) X = −24. (ii) X = −12. (iii) X = 0. (iv) X = 12. (v) X = 24. In (C, D, and E), green lines 

are the trajectory projections, and green dots are the current state projections.  

Optimal trajectory. We observed the pitch mode as optimal without further manual 

intervention for optimization. Initially, the animal state started at zero roll and pitch 

(Figure 5-4C, i). It first pitched up and moved to the pitch basin (Figure 5-4C, ii), with 

about -/2 in pitch and zero roll. Then, it stayed in the pitch basin (Figure 5-4C, iii), and 

returned to the origin at the end (Figure 5-4C, iv & v).  

We observed the roll mode as optimal when we set the trajectory to deliberately 

cross a fixed point at (X = 0, pitch = -/18, roll = /2). Initially, the state started at zero roll 

and pitch (Figure 5-4D, i). It first pitched up (~ 15°) and rolled to the roll basin (Figure 

5-4D, ii), with about /2 in roll and zero pitch. Then, it stayed in the roll basin (Figure 

5-4D, iii) and pitched down (~ 45°), and returned to the origin at the end (Figure 5-4D, iv 

& v).  

Roll mode was more favored than pitch mode. The pitch mode accumulated more 

cost than the roll mode at X from −19.0 to −12.6, −10.2 to 0.4, and 12.0 to 20.6 (Figure 

5-5A), resulting in a higher final cost than the roll mode. So, the roll mode was more 

favored in the sense of having a smaller cost. 
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Figure 5-5: Cost in optimization. (A) cost as a function of X. (B) Accumulated cost as 

a function of X. 

A.1.6 Discussion 

Roll mode had a similar trajectory to that in animal experiments. Compared to the 

trajectory in roll mode, a typical animal trajectory measured from the experiment (Figure 

5-4E) also started near the origin, went to the roll basin, and went back to the origin in a 

clockwise trajectory. So, the trajectory of roll mode was similar to that in the animal 

experiment. 

 Conclusion. In our study, we looked for the optimal trajectory of a cockroach 

traversing a layer of beams, and we optimized the 15th-degree polynomial fitting of the 

original landscape. We observed pitch and roll mode trajectories and found that the roll 

mode trajectory was similar to those observed in an animal experiment.  
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A.2 Seeking saddle points using first return time 

A.2.1 Author contributions 

Yaqing Wang conducted the research and wrote the paragraph under the 

supervision of Chen Li and Shai Revzen.  

A.2.2 Introduction 

Previous studies showed that stereotyped locomotor modes are local minimum 

basins on the potential energy landscape [26]. To transition from one mode to another with 

a minimal potential energy barrier, animals or robots need to seek the saddle point between 

the two basins (Chapter 4).  

Here, we sought the saddle point of a landscape using the first return time. Our 

algorithm did not need prior knowledge of the landscape. It only requested local 

information about the landscape in the process. 

A.2.3 Method 

For an energy landscape J = J(X) (Figure 5-6A), we defined the dynamics of the 

system as gradient descending dynamics (i.e., 𝑋̇ = −𝐺(𝑋), where 𝐺(𝑋)  =  ∇𝐽(𝑋) was the 

gradient of the landscape). We defined the contour(s) of an energy level h0 as H: J(X) = h0. 

We defined the first return time (X) (Figure 5-6B) as the first time that the state started 

from X fell on H: 

𝜏(𝑋) =  ∫
|𝑑𝑋⃗⃗⃗⃗  ⃗|

|𝐺(𝑋)|

𝑋𝑓𝑖𝑛𝑎𝑙@𝐻

𝑋

. (5-5) 
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Figure 5-6: Potential energy and first-return-time landscapes. (A) Potential energy 

landscape. (i) Potential energy J as a function of variable (x, y). (ii) Flow field of potential 

energy landscape. Thin green curves show landscape flow. Thick green curves are H: J = 

h0. Background is the same as (i). (B) First-return-time landscape. (i) First return time  as 

a function of variable (x, y). Region of    is saturated. (ii) Gradient of first-return-time 

landscape. Green arrows show landscape gradient direction and magnitude. Background is 

the same as (i). In (A, B), blue, red, and orange points are local minima, maxima, and 

saddle points, respectively. (C and D) are two successful demos that located the saddle 

point at (0,0) from (C) Xinit = (1, −0.5) and (D) Xinit = (1.2, 0.3). Green curves show routes 

from the procedure (1) gradient ascend on first-return-time landscape, and cyan curves 

show routes from the procedure (2) gradient descend on potential energy landscape. 

Numbers and arrows on curves show iteration number and direction. 

To find a saddle point on a potential energy landscape, we first (1) optimized state 

X to increase the first return time (X) (Figure 5-6C, D, green curves) (i.e., did gradient 

ascend on first return time landscape), then (2) followed the flow of energy landscape to 

try to locate the saddle point (Figure 5-6C, D, cyan curves) (i.e., did gradient descend on 

potential energy landscape), and then (3) repeat (1 & 2) to finally locate the saddle point. 

The basic rationale of this method was that on a “nice” surface, each flow curve on 

the landscape should start from a divergent pole (local maxima or infinite) and end at a 

convergent pole (local minima or infinite). As the surface was “nice,” the gradient near the 

critical points (minima, maxima, saddle points) was near zero. Therefore, the flow speed 

was low near a critical point like a saddle point, meaning more time was needed. Using an 

iso-energy (contour) curve (H: J = h0) to crop the end of every flow, the first return time 

measured how close a sub-curve had a part close to a saddle point. To the limit, the initial 

points (which form the edge between two basins) that guided the flow to a saddle point 
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gave an infinite first return time. Therefore, maximizing the first return time, the animal or 

robot found a point close enough to the basin edge. Following its flow and repeating these 

two processes, the saddle point between the two basins was found. 

We made our demo on a “nice”  potential energy landscape (Figure 5-6A, i): 

𝐽(𝑥, 𝑦) = sin 𝑥 ∙ sin 𝑦 + 0.1(𝑥2 + 𝑦2), (5-6) 

where x and y were variables, and J was the potential energy. M1 = (1.2979, −1.2979) and 

M2 = (−1.2979, 1.2979) were two local minima, and S = (0, 0) was the saddle point between 

the basins (Figure 5-6A, B, blue and orange points). We set h0 to be −0.3 J. All the 

information about the landscape was initially unknown to the animal or robot. 

A.2.4 Results and Discussion 

Here, we tested our algorithm from two initial states, X0 = (1, −0.5) (Figure 5-6C) 

and X0 = (1.2, 0.3) (Figure 5-6D). We observed that after 2~3 iterations, in both cases, the 

algorithm located the saddle point from the initial states, which showed that our method 

was useful, general, and converged fast. 

Despite the achievement, this algorithm assumed that the system’s dynamics were 

deterministic, which was against the schochastic nature of the system of an animal or a 

robot physically interacting with the complex terrain. This algorithm also required the 

animal or robot to perform multiple trials, which was against the requirement of a quick 

traversal. All these encouraged us to find a new method to seek the saddle point on the 

potential energy landscape to achieve the least-resistance traversal (Chapter 4).  
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A.3 Other efforts 

 

Figure 5-7: 3-D calibration object for camera calibration. (A) Manual calibration 

object. This object facilitated camera calibration (in Chapter 2) by providing points (black 

dots) with easily obtainable world and camera view coordinates. The world coordinates 

were calculated from the LEGO structure. The camera view coordinates were manually 

digitized. (B) Automated calibration object. Compared to (A), the camera view coordinates 

of points (replaced by the center of tags) are automatically digitized using BEEtags [231]. 

Although (B) required no laborious manual digitization compared to (A), it has a higher 

calibration error. Because camera calibrations were not frequently required (e.g., we 

performed six calibrations over 300 trials of animal experiments), we still recommend 

using a manual calibration object as in (A). (B) Adapted from [26]. 
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Figure 5-8: A small, custom 3-axis force sensor and its DAQ boards. (A) A force sensor 

modified from [327]. A PCB board (green) was sandwiched between two steel plates. The 

deformation on the PCB board was measured with the stain gauges on the PCB board to 

infer the 3-axis forces. (B) A prototype of a custom DAQ board. (C) An integrated DAQ 

board design for multiple sensors. (i) Base board with ports for power and communication 

with microcontrollers. (ii) Expansion board. Each board enabled two more force sensors, 

as shown in (A). The integrated DAQ board should be multiple expansion boards stacked 

on a base board. From our testing, the force sensor only provided an accurate and consistent 

signal when the force was applied vertically to the PCB board, and the force sensor was 

damaged frequently. We speculated that because the PCB board in the force sensor was 

“crispy” and heterogeneous, impulses might easily generate plastic deformation that 

damaged the sensor. We should use force sensors that are more robust against impulses 

(Chapter 3). We acknowledge Prof. Jeremy Brown and Jacob Carducci from the HAMR 

Lab at Johns Hopkins University for offering the documents and files of the original design 

in [327].  
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Figure 5-9: Multiple legged robots to understand the effect of leg actuation in obstacle 

traversal performance. (A) (i) A two-legged robot attempted to traverse two pillars (green) 

with a gap smaller than the head width. The robot legs are Minitaur-like [104]. The robot’s 

feet tracked a prescribed circular trajectory. The robot successfully traversed the pillars if 

its head moved in the gap and beyond the pillar plane. (ii) We systematically varied the 

initial feet distance from the pillar and the leg phase difference. The robot could traverse 

the pillar when the legs were out of phase. (B) A robot upgraded from (A) by adding front 

legs and a crouch ability (red). (C) A robot upgraded from (B) by adding head (cyan) and 

abdomen (yellow) oscillation abilities. The hind legs were lengthened, mimicking a 

cockroach. (D) A legged robot attempted to traverse beams. This robot would sense contact 

force on its head using sensors (magenta, Figure 5-8). The robot has either (i) normal C-

shaped legs or (ii) long C-shaped legs. Experiments with these robots found that it was 

hard to generate effective and desired propulsive forces and torques when physically 

interacting with obstacles, especially when using the C-shaped legs commonly used for 

running on flat ground. We proposed skipping this problem using a tethered robot  

(Chapters 3 & 4).  
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Figure 5-10: Servo motor characterization. We tried to find a relationship between the 

servo motor’s (Dynamixel XM430-W210-T) current (either the current of the inner bare 

motor or the total current) and the applied torque. (A) A motor calibration tool. The test 

motor (cyan, right) was tested under various rotational speeds (including being static). The 

assisting motor (cyan, left) and the spring generated applied torque. The applied torque was 

measured using a force sensor (green) of a known force arm (red). (B) Top view of the 

physical tool in (A). (C and D) The current of  (C) the inner bare motor and (D) the servo 

motor changed with torque. All the loop cycles were clockwise. The current of the inner 

bare motor was obtained from the servo motor readouts. Blue and red are from a rotating 

or static servo motor separately. The only obvious linear relationship was between the 

current of the inner bare motor and the applied torque when the motor rotated in the same 

direction as the applied torque (C, cyan). We speculates that unlike a direct-drive motor 

design, the gear box of a servo motor involved frictions and backlash, and the power was 

also consumed for motor control aside from generating torque. This study partially 

encouraged us to directly obtain the contact force from force sensors instead of obtaining 

it from motor signals (Chapter 3). 
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List of supplementary movies  

Movie 1: Cockroach Flexed its Head and Abdomen while Traversing Beams. Top: 

zoomed top (left) and side (right) views. White points with red, magenta, cyan, green, and 

orange edges are the origins of thorax frame, head frame, abdomen frame, middle point of 

thorax-head joint, and middle point of the thorax-abdomen joint, respectively. Solid and 

dotted arrows show +x and +x’ direction of body (red), head (magenta), and abdomen 

(cyan) frames, respectively. Head and abdomen flexion are the angles between body +x’ 

direction and head or abdomen +x direction. Bottom left: isometric view. Bottom right: 

head and abdomen flexion as a function of time.  

Link: https://youtu.be/bc4hdj_a1_A. 

Movie 2: Cockroach Actively Adjusts its Hind Legs while Traversing Beams. Top left: 

zoomed top view. White points with thick blue, red, and black edges are the left and right 

tibia-tarsal joints and origin of thorax frame, respectively. White points with thin blue and 

red edges are the projections of the tibia-tarsal joints into the body coronal plane. Total leg 

sprawl is the angle between the dashed blue and red lines. Top right: zoomed mirrored side 

view. White points with blue, red, and black edges are tibia-tarsal joints and their 

projections to body coronal plane, respectively. Leg height of left and right hind legs is 

opposite value of the length of the blue and red lines, respectively. Bottom left: isometric 

view. Note that this view is mirrored to better show leg motion. Bottom right: Leg sprawl 

(top) and leg height (bottom) as a function of time. Blue and red are for left and right hind 

legs, respectively.  

Link: https://youtu.be/_MCw9r2t70M. 

Movie 3: Evolution of Potential Energy Landscape and Transition Barriers of 

Cockroach Traversing Beams. Part 1. Pitch-to-roll transition on pitch-roll cross section. 

Part 2. Roll-to-deflect transition on yaw cross section. Top left: model of cockroach 

https://youtu.be/bc4hdj_a1_A
https://youtu.be/_MCw9r2t70M
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traversing beam obstacles at head flexion h = 15° with hind legs neglected. Top right: 

potential energy landscape pitch-roll cross section (part 1) or yaw cross section (part 2) 

along the average animal trajectory. Blue, red, and purple dots are pitch, roll, and deflect 

local minima, respectively. Orange dots are saddle points. Green curves are imaginary 

routes. Bottom left: Potential energy along the imaginary route. Bottom right: Potential 

energy barrier as a function of forward position x.  

Link: https://youtu.be/gLd5n9rSg90. 

Movie 4: Force sensing to reconstruct potential energy landscapes for cluttered large 

obstacle traversal. Part 1 & 2. Robotic experiment and real-time data visualization of a 

robot with a (1) static or (2) oscillating head traversing beams. Top left: video recording. 

Bottom left: Measured contact force in fore-aft (red), lateral (green), and vertical (blue) 

directions. Right: LabVIEW GUI showing real-time data acquisition, including robot 

rotation, beam angles, contact forces (both total and separated), and contact position. Part 

3. Potential energy landscape evolves as robot moves forward. Top left: potential energy 

landscape reconstructed from force and torque sensing. Top right: ground truth calculation. 

Bottom right: the full potential energy landscape. The reconstructed potential energy 

landscape is a small section in the white rectangular region.  

Link: https://youtu.be/iWsrin7ysr0. 

Movie 5: Bio-inspired control for least-resistance obstacle traversal. Left: Animation 

of the robot traversed the beam obstacles in (top) isometric view and (bottom) side view. 

Right: the robot’s state trajectory and control torques projected on the potential energy 

landscape (in the background). 

Link: https://youtu.be/b-GxTxVCgrA. 

Movie 6: Recording of Yaqing Wang’s defense presentation. 

Link: https://youtu.be/lJ1mdX5i-94. 

  

https://youtu.be/gLd5n9rSg90
https://youtu.be/iWsrin7ysr0
https://youtu.be/b-GxTxVCgrA
https://youtu.be/lJ1mdX5i-94
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