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Abstract 

Mobile robots are becoming increasingly prevalent in society. While many of these 

robots are designed for simple terrains, there is a growing demand for their use in more 

complex environments, such as search and rescue through earthquake rubble, 

environmental monitoring through dense vegetation, and extraterrestrial exploration 

through Martian and lunar rocks.  

However, traversing these environments poses challenges, current robots often 

get stuck on obstacles or flip over. Enhancing self-righting and traversal capabilities is vital. 

Studying biological models, like the discoid cockroach, which excels at moving through 

vegetation and rocky terrain with rapid self-righting, provides valuable insights.  

Observations from animal experiments show that the cockroach can push both its 

wings together against the ground and flail its legs laterally to self-right. We noted a 

significant randomness in the movements of both wings and legs during this strenuous 

ground self-righting. While randomness is typically considered a nuisance, in this context, 

we sought to study whether it is beneficial for strenuous self-righting. We developed a 

simplified simulation robot capable of generating similar self-righting behavior and varied 

the randomness level in wing-leg coordination. We found that wing-leg coordination, 

measured by the phase between wing and leg oscillations, had a crucial impact on self-

righting outcome. With randomness, the system explored phases thoroughly and had a 

better chance of encountering good phases to self-right. Our study demonstrated that 

randomness helps destabilize locomotor systems from being trapped in undesired 

metastable states, a situation common in strenuous locomotion. 
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We delved deeper into the phase between wing and leg oscillations and its 

significant impact on self-righting by creating a dynamic model template. This model 

helped us quantify the potential energy barrier the body must surpass to self-right, the 

mechanical energy from wing pushing and leg flailing, and energy loss from wing-ground 

collisions. It became clear that wing-leg coordination, or phase, strongly influences the 

self-righting outcome by changing mechanical energy budget. Lastly, we utilized the 

template to propose improved control methodologies and offer insights for robotic design. 

Our studies also highlight the importance of environmental force sensing in 

assisting robots with challenging locomotion tasks, such as traversing cluttered large 

obstacles. Inspired by cockroaches, we demonstrated in simulation that environmental 

force sensing helps robots traverse cluttered large obstacles. By creating a physics model, 

we were able to determine beam stiffness from the robot's contact forces. With model-

based feedback control, the robot can select the locomotor mode with a lower mechanical 

energy cost.  

Drawing inspiration from animals and utilizing physics-based models and 

simulations, our research not only deepens our understanding of animal behavior (the 

biological aspect) but also provides valuable insights for enhancing robotic design and 

control in challenging conditions (the robotic aspect).  
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Chapter 1  

Introduction 

1.1  Motivation and overview 

Mobile robots are increasingly becoming prevalent in society, serving a variety of 

purposes across numerous domains. However, the mobility of current robotic systems is 

mostly restricted to relatively simple terrains, such as flat surfaces with sparse obstacles. 

These obstacles can be detected and avoided through sensing environmental geometry, 

like robot vacuum cleaners (Tribelhorn and Dodds, 2007) and self-driving vehicles (Thrun 

et al., 2000).  

There is a growing demand for robots capable of operating in more complex 

environments, such as search and rescue through earthquake rubble (Pratt, 2014; Reddy 

et al., 2015), environmental monitoring through dense vegetation (Oliveira et al., 2021), 

and extraterrestrial exploration through Martian and lunar rocks (Li and Lewis, 2022) 
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(Figure 1). In such scenarios, current robots often face challenges. They may risk losing 

stability or even flipping over (Guizzo and Ackerman, 2015a; Li et al., 2017). 

 

Figure 1. Robotsô applications  on complex terrain.  (A) Search and rescue through earthquake 

rubble. Reproduced from (Othayoth et al., 2020). (B) Environmental monitoring through dense 

vegetation. Images courtesy of Luke Casey. (C, D) Extraterrestrial exploration (Curiosity Rover on 

Mars). Images courtesy of NASA (https://photojournal.jpl.nasa.gov/catalog/PIA24543; 

https://mars.nasa.gov/resources/7505/strata-at-base-of-mount-sharp/). 

Planetary exploration stands as a particularly practical and urgent task, attracting 

significant investment in terms of time and resources to enhance robotic mobility. 

Reflecting this priority, mobile planetary exploration robots have steadily improved their 

ability to maneuver on extraterrestrial surfaces (Ellery, 2015; Gao, 2016). The Rover 

Opportunity, for example, set a record by driving over 45 km on Mars (NASA/JPL-Caltech, 

BA

C D

https://photojournal.jpl.nasa.gov/catalog/PIA24543
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2019). However, there are still scientifically interesting sites that remain challenging for 

rovers to access. This is largely due to significant mobility constraints, especially when 

encountering large, cluttered obstacles. These obstacles not only limit movement but also 

pose a risk of damaging the wheels. For instance, as shown in Figure 1C, the Curiosity 

Rover approached a 4 m-high outcrop known as ñMont Mercou,ò characterized by stiff, 

large rocks; in Figure 1D, the Curiosity Rover was at the ñSquare Topò outcrop, where the 

terrain features a dense clutter of rocks. Although these sites are scientifically interesting, 

the Rover chose not to move closer to protect its wheels. 

The wheeled-based design limits a rover's locomotion capabilities. Therefore, some 

newer rover platforms have incorporated leg-like degrees of freedom to control wheels, 

enabling gaits akin to legged motion (Shrivastava et al., 2020). More research has been 

conducted to study legged robotics, with the RHex robot standing as a notable example 

(Altendorfer et al., 2001; Saranli et al., 2001). This six-legged robot is known for its 

versatility and agility, enabling it to traverse a wide variety of terrains. For instance, it can 

run on rocky ground (Saranli et al., 2001), climb high steps (Moore et al., 2002), traverse 

sandy terrain (Li et al., 2009) and water surfaces (Kim et al., 2016), and leap over sizable 

obstacles (Chou et al., 2015). While this legged robot shows greater adaptability to varied 

terrains than wheeled robots, using specific modes for different locomotor challenges, it 

still faces difficulties in traversing highly complex terrains that require transitioning 

between these modes. This difficulty arises primarily from the lack of a comprehensive 

understanding of how to compose these mode transitions (Othayoth et al., 2020; Othayoth 

et al., 2021).  

More advanced robots have been developed with the capability to traverse complex 

terrains and perform various tasks. Examples like Big Dog (Raibert, 2008), ANYmal 

(Hutter et al., 2016), MIT's Cheetah (Bledt et al., 2018) and DRC Hubo (Wang et al., 2014) 
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showcase this capability. Early research on leg-ground interaction over flat, rigid surfaces 

with small obstacles has revealed key principles for achieving stable, limit-cycle 

locomotion like walking and running (Blickhan, 1989; Blickhan and Full, 1993; Holmes et 

al., 2006; Koditschek et al., 2004; Kuo, 2007; Saranli et al., 2001). Recent deep learning 

techniques have helped multilegged robots traverse easier terrains by focusing on keeping 

their bodies upright. However, this deep learning approach is like a "black box," making it 

hard to understand or predict how it would work in new situations not covered in training, 

unlike methods based on physics. Also, the strategies learned mainly support upright 

walking and running, and try to stabilize this steady-state, limit cycle-like locomotion, 

limiting the robots to handling obstacles much smaller than themselves (Choi et al., 2023; 

Hwangbo et al., 2019; Tan et al., 2018). Thus, when traversing large obstacles (larger or 

comparable to their body size), these robots still encounter limitations in basic physical 

movement skills, where they lag behind animals. This was evident in the DARPA Robotics 

Challenge (DRC), where tasks simple for humans proved challenging for these robots, 

with many of them struggling and even falling (Guizzo and Ackerman, 2015a; Guizzo and 

Ackerman, 2015b), especially when traversing through rubble terrain filled with large and 

cluttered obstacles. The RHex usually moves slowly over large obstacles due to its 

complex controls (Chou et al., 2012), and despite adding a rounded shell, it still falls short 

of animals in traversing narrow spaces between large beams (Li et al., 2015).  

Modern mobile robots demonstrate lower mobility on complex terrains filled with 

large and cluttered obstacles compared to animals. These challenging conditions are 

typical in scenarios such as search and rescue operations in earthquake rubble (Pratt, 

2014; Reddy et al., 2015), environmental monitoring in dense vegetation (Oliveira et al., 

2021), and exploration on Mars and Moon (Li and Lewis, 2022). Consequently, biological 

organisms have become a rich source of inspiration for improving robotic mobility in these 
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challenging environments (Clifton et al., 2023). However, due to the high complexity of 

biological systems, deriving fundamental locomotion principles for robotics often requires 

starting with simpler models (Aguilar et al., 2016). Recent work using simple models to 

study animal locomotion on a wide range of complex terrain and understand the principle 

mechanism have shown promising outcomes (Aguilar et al., 2016; Holmes et al., 2006; Li 

et al., 2013; Maladen et al., 2011). For instance, researchers investigating locomotion on 

granular media have not only designed simple systems (robot, simulation, and physics 

model), but also, through systematic examination, uncovered the fundamental 

mechanisms of leg-granular media interaction (the resistive force theory in granular 

locomotion) (Li et al., 2013). This method has been applied to locomotion on terrains 

featuring large, cluttered obstacles (Gart et al., 2018; Han et al., 2021; Li et al., 2015). My 

work builds on this approach, concentrating on the development of the physics model and 

the simulation aspects. 

Simulations and physics-based models serve as foundational tools to study 

locomotion on complex terrains. For instance, simplified spring-mass models effectively 

capture the running movements of animals of various sizes and shapes (Blickhan, 1989; 

Blickhan and Full, 1993; Farley et al., 1993). Simulations offer a means to coordinate and 

control joints with multiple degrees of freedom in legged motion (Coros et al., 2011; 

Mckenna and Zeltzer, 1990). Additionally, the RHex robot serves as a practical platform 

for studying and realizing stable and efficient running capabilities in real-world scenarios 

(Altendorfer et al., 2001; Saranli et al., 2001).  

By combining the creation of simplified models with a deep understanding of the 

underlying principles, we have an iterative development process. This process involves 

creating simple models to enhance our understanding of locomotion, and in turn, using 

this knowledge to develop more advanced and capable systems. For example, to study 
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the dynamics of legged locomotion, a template model called the spring-loaded inverted 

pendulum (SLIP) was introduced. It is the simplest model of rapid running behavior used 

as a target for control. It enhanced our understanding of legged locomotion. Building upon 

this, a more advanced model, the anchor model, was developed to reveal more complex 

mechanisms by adding legs, joints, and muscles back (Holmes et al., 2006). Drawing from 

these insights, legged robots were then designed, reflecting the natural dynamics of 

running. Likewise, for other complex systems, starting with a simple model and 

progressively addressing realistic challenges can be valuable. Such an approach 

promises the development of robots that can traverse diverse challenging terrains, thereby 

broadening their potential applications across multiple societal sectors. Additionally, as 

engineers enhance robot mobility in real-world scenarios through machine learning based 

on simulations, the fundamental principles and mechanisms from modeling retain their 

importance (Alber et al., 2019; Li and Qian, 2023). This is due to the potential limitations 

in scalability with machine learning, and the fact that simulations might not fully represent 

real-world conditions. Research has demonstrated that integrating machine learning with 

modeling can enhance the performance of a four-legged robot, enabling it to move faster 

across deformable terrain (Choi et al., 2023). 

As highlighted earlier, traversing complex terrains with large and cluttered obstacles, 

similar to those depicted Figure 1, presents a significant challenge. Most robots are 

designed and controlled to stabilize a single locomotor mode (such as walking or running) 

in an upright posture, that can achieve stable, limit-cycle locomotion to traverse terrain 

with small obstacles effectively (Blickhan, 1989; Blickhan and Full, 1993; Choi et al., 2023; 

Holmes et al., 2006; Hwangbo et al., 2019; Koditschek et al., 2004; Kuo, 2007; Saranli et 

al., 2001; Tan et al., 2018). However, this approach becomes impractical when 

encountering large, cluttered obstacles. In such situations, the robot must rotate and 
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employ different locomotor modes, like rolling, pitching, and climbing, to overcome 

obstacles that are larger or comparable to their body size. Therefore, understanding how 

to destabilize the limit cycle and transition to a different locomotor mode is crucial. In the 

recent research on multilegged locomotion, people have uncovered fundamental 

principles to control physical interactions, allowing for locomotor transitions to traverse 

various large obstacles, like beams (Li et al., 2015), pillars (Han et al., 2021), gaps (Gart 

et al., 2018), or bumps (Gart and Li, 2018). These large obstacles comparable to robotsô 

body size and can be simplified into abstract forms  (Figure 2). The potential energy 

landscape framework (Othayoth et al., 2020; Othayoth et al., 2021) shows that the 

locomotor-environment interaction leads to stereotyped locomotor modes because the 

self-propelled system is attracted to distinct basins of an underlying potential energy 

landscape (Figure 3). Transitioning between locomotor modes requires escaping from 

these energy basins, a process that involves destabilizing maneuvers away from the 

stable limit-cycle system. Failure to escape these basins can result in the robot becoming 

trapped or flipping over. Consequently, it is crucial for mobile robots to develop the ability 

to recover from failures. 

Discoid roaches serve as excellent biological organisms to study because of their 

remarkable mobility and self-righting ability. They can traverse a diverse range of 

obstacles, from climbing tall steps to squeezing through tight spaces (Goldman et al., 2006; 

Li et al., 2015; Sponberg and Full, 2008). Additionally, they can rapidly self-right from the 

ground (Li et al., 2019a). For cockroaches, achieving a high success rate and rapid self-

righting is vital for reducing the risk of predation. Given their capabilities of locomotion 

failure recovery, we have chosen cockroaches as our model organism to explore how they 
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escape potential energy basins in the energy landscape, particularly under strenuous 

conditions. 

As noted earlier, the complexity of biological organisms can make it challenging to 

extract fundamental locomotion principles for robotic systems. To investigate the complex 

mechanisms underlying cockroachesô self-righting and cluttered, large obstacle traversal 

behavior, we developed template models and physics-based simulation as simple models 

to start with.  

The template model effectively captures the fundamental characteristics of motion 

by employing lower-dimensional models to represent the essentials of complex systems, 

aiding in the understanding of their mechanisms and control (Full and Koditschek, 1999). 

For instance, in self-righting processes, a 2D template model has been developed, 

enabling the analytical calculation of potential energy barriers and uncovering the 

coordination between wings and legs in self-righting actions. Similarly, in beam traversal, 

a template model for a legless robot is utilized, driven by forward forces and oscillation 

actuators. This model simplifies joint complexity but focuses on the interaction between 

the robot's body and beam obstacles, emphasizing the importance of body force sensing 

in effective traversal. Template model effectively captures and focuses on key elements, 

deliberately omitting less crucial details, thereby ensuring that the results are broadly 

applicable across various systems. This focused approach offers clear insights, ensuring 

a comprehensive understanding of the system's behavior. 

When diving into more complex mechanisms, using a simulation engine became 

essential. It enables a greater degree of freedom in motion, along with enhanced dynamics 

and control capabilities. Simulations offer a refined tool for accurately modeling systems, 

capturing their detailed aspects. Additionally, simulations can validate results from 
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template models and test them under various conditions to ascertain their general 

applicability. Although simulations are a simplified representation of the real world, often 

based on numerous assumptions and unable to capture every detail of reality, we employ 

them for a specific purpose. Our aim is to explore the randomness of self-righting 

movements. Simulations offer ideal repeatability and precise control over randomness, an 

aspect where the real world falls short due to its inherent and uncontrollable noise. The 

randomness in motion was set from none to extensive levels in simulation. Therefore, we 

developed bio-inspired simulation robots with Chrono, an open-source, high-fidelity multi-

body dynamics engine (Mazhar et al., 2013; Tasora et al., 2015).  

Using both physics-based modeling and simulation, we obtain a better 

understanding of the strenuous behaviors to escape the local energy basin and draw solid 

conclusions from model analysis and simulation results, which informed strategies to 

enhance robot control and design. 

1.2 Background 

1.2.1 Distinct locomotor challenges abstracted from complex terrain 

In complex environments, animals employ a variety of locomotor modes, such as 

walking, running, crawling, climbing, flying, swimming, and jumping, often transitioning 

between them as needed. Similarly, to search and rescue a trapped person in earthquake 

rubble, the legged robots must be versatile, transitioning across various locomotor modes 

such as rolling, walking, bridging, and climbing (Figure 2). However, despite significant 

advancements in robot design, actuation, and control for multi-modal locomotion (Lock et 

al., 2013), current robots still struggle with these challenging tasks. 
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Figure 2. A schematic representation of a legged robot's locomotion during search and 

rescue in earthquake rubble . Reproduced from (Othayoth et al., 2020). 

 The discoid cockroach can naturally traverse complex terrain, such as cluttered 

vegetation in forest (Figure 3A). Its capability has inspired our research, allowing us to 

understand from it and apply those insights to robotic designs. To begin to understand 

complex physical interaction during locomotion in nature, we simplified complex 3-D 

terrains by viewing them as a collection of diverse, large obstacles (Figure 3B). This 

allowed us to break down the overall movement into a combination of distinct locomotor 

challenges such as compliant beams (Othayoth et al., 2020; Wang et al., 2022), rigid 

pillars (Han et al., 2021), gaps (Gart et al., 2018), and bumps (Gart and Li, 2018). The 

discoid cockroach transitions between them for traversal (Othayoth et al., 2021) (Figure 
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