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Abstract—Robots are still poor at traversing cluttered large obstacles required for important applications like search and rescue. By contrast, animals are excellent at doing so, often using direct physical interaction with obstacles rather than avoiding them. Here, towards understanding the dynamics of cluttered obstacle traversal, we developed a minimalistic stochastic dynamics simulation inspired by our recent study of insects traversing grass-like beams. The 2-D model system consists of a forward self-propelled circular locomotor translating on a frictionless level plane with a lateral random force and interacting with two adjacent beams that form a gate. We found that traversal probability increases monotonically with propulsive force, but first increases then decreases with random force magnitude. For asymmetric beams with different stiffness, traversal is more likely towards the side of the less stiff beam. These observations are in accord with those expected from a potential energy landscape approach. Furthermore, we extended the single gate in a lattice configuration to form a large cluttered obstacle field. A Markov chain Monte Carlo method was applied to predict traversal in the large field, using the input-output probability map obtained from single gate simulations. This method achieved high accuracy in predicting the statistical distribution of the final location of the body within the obstacle field, while saving computation time by a factor of 10^5 over our dynamic simulation.

Index Terms—Collision, contact, locomotion, randomness, terradynamics.

I. INTRODUCTION

ANY important applications require robots to traverse cluttered obstacles such as search and rescue in rubble, environmental monitoring on the forest floor, and extraterrestrial exploration through Martian rocks. The dominant approach of robotic locomotion in complex environments is to avoid obstacles [1]–[4], which is challenged in such cluttered terrain. By contrast, insects such as the discoid cockroach are excellent at traversing cluttered large obstacles, often using their bodies and appendages to make physical interaction with obstacles [5]–[11]. Understanding how the physical interaction between a self-propelled locomotor and obstacles leads to or hinders traversal can inform how to modulate physical interaction to control robot locomotion beyond avoiding obstacles ([6]–[10], [12], [13]; for a review, see [14]) and increase the terrain that they can access [15].

Recent animal and robot studies from our lab established a potential energy landscape approach for modeling locomotor-obstacle interaction, which provided insights into the mechanical principles of how different modes of locomotion emerges from the interaction, which can be controlled to enhance or suppress locomotor transitions to achieve obstacle traversal [9], [14]. Our study is inspired by and builds upon our previous work [9]. The potential energy landscape approach revealed that, when interacting with large obstacles, although the motion of a self-propelled locomotor (animal or robot) is stochastic, it displays highly stereotyped modes [14]. The stereotyped modes results from the locomotor being strongly attracted to distinct basins of a potential energy landscape during highly dissipative large obstacle interaction [9], [14]. To escape from attraction to certain basins that lead to unfavorable modes (e.g., become trapped against the obstacles [9], [10]) and transition to other basins that results in favorable modes (e.g., go through gaps between obstacles), the locomotor can use both passive kinetic energy fluctuation from cyclic self-propulsion [9] and active sensing and control [11]. However, there remains a lack of understanding of the dynamics of cluttered obstacle traversal, which is not modeled by the potential energy landscape approach.

Here, we take the next step towards this by developing a dynamic model of locomotor-obstacle interaction using a minimalistic model system. We focus on modeling the stochastic dynamics of a feedforward self-propelled locomotor and do not consider active sensing and control. Using the dynamics model developed, we further explore several questions of interest to biology and robotics: How do self-propulsion and random forces, which are common in animal locomotion and beneficial to survival [6], [16]–[19], interplay to affect traversal? What is the effect of terrain asymmetry common in nature [20]? How does locomotor-obstacle interaction at a small scale lead to traversal over large spatiotemporal scales?

Our minimalistic model system consists of a circular locomotor body moving on a level plane and interacting with a pair of grass-like beam obstacles which rotate within the plane. The system has four degrees of freedom: two translational degrees of freedom for the body and one rotational degree of freedom for each beam. Besides a constant forward self-propulsive force, a lateral random force to introduce body oscillation, leading to stochastic dynamics. We systematically varied propulsive and random forces and asymmetric beam stiffness and studied their impact on traversal. We also studied the effect of asymmetry in the terrain using the two beam obstacles with different torsional stiffness.

Another goal was to use the systematic results from our stochastic dynamics simulation to test how well the potential energy landscape qualitatively predicts traversal dynamics.
II. METHODS

A. Model Definition

Our simplistic 2-D model of body-obstacle interaction (Fig. 1) consists of three rigid bodies on a horizontal plane: a circular disc representing the locomotor body (mass \( M = 1 \) kg, radius \( R = 10 \) m), and two plates with viscoelastic revolute joints at their far ends (mass \( m = 0.1 \) kg, length \( L = 25 \) m, moment of inertia about joint \( I = 20.83 \) kg·m²). Hereafter, we refer to them as beams. The beams align with each other when unloaded, forming a closed “gate”. For simplicity, we assumed that the body surface is frictionless. Thus, body-beam contact results only in forces normal to the body surface, which generates no torque. Thus, body orientation remains unchanged. In addition, we assumed that 2-dimensional body-beam collisions are inelastic with partial energy loss. We used coefficient of restitution \( CoR \) to measure the degree of elasticity, defined as the ratio of final to initial relative normal velocities between the body and beams during each collision. Here we tuned \( CoR \) by observing different trials and chose a value of 0.8 to conserve a large portion of mechanical energy so that traversal still occurs even after a large number of collisions. Finally, for simplicity, we assumed that there is no friction against the ground (although it can be added—see Section III-C, which should only quantitatively but not qualitatively change our results).

Besides forward propulsion, animals with a sprawled leg posture like cockroaches can generate substantial lateral forces during locomotion [23]. In addition, animals can randomly change their movement direction during locomotion [18]. Considering these and for simplicity, self-propulsion of the locomotor body was modeled by a constant forward propulsive force \( F_{prop} \) and an oscillating random lateral force \( F_{rand} \) with a standard Gaussian distribution:

\[
F_{rand} = Rm \times \text{rand}
\]

where \( Rm \) is a constant characterizing the magnitudes of the random forces and \( \text{rand} \sim \mathcal{N}(0, 1) \), a normal distribution with a mean of 0 and a standard deviation of 1.

Because the body does not rotate, forward and lateral forces are always in the \( y \)- and \( x \)- directions, respectively. Applying Newton’s second law in these two directions, the equations of motion of the body are:

\[
\begin{align*}
\dot{\mathbf{v}}_b &= \sum F_{prop} - \sum F_{resis} - \sum F_{rand} \\
\dot{\mathbf{v}}_l &= \sum F_{prop} - \sum F_{resis} - \sum F_{rand} \\
\dot{\mathbf{v}}_r &= \sum F_{prop} - \sum F_{resis} - \sum F_{rand}
\end{align*}
\]

where \( \mathbf{v} \) is the body velocity, \( F_{prop} \) is the propulsive force, \( F_{resis} \) is the resistive force, and \( F_{rand} \) is the random force. We used the Euler method to numerically integrate forward in time to calculate the dynamics of the system. A time step of 0.004 s was chosen to achieve good numerical accuracy while maintaining computation efficiency. The run-time of each trial varied from 5 to 20 min on a lab workstation. The key part of dynamics is to determine the interaction between the body and beams. We developed two complementary methods to model interaction dynamics for two different scenarios: a collision method and a constraint method. The collision method models repeated collisions between body and beams after initial contact, which occur due to the competing forward propulsive force and backward beam resistive forces. However, as these collisions dissipate energy, the duration of single collision decreases and eventually becomes smaller than the time step, leading to a significant increase in numerical error [24]. In this case, we assumed that the interacting body and beam have no relative motion in the direction normal to the contact point but can move relatively in the tangential direction and developed the constraint method to describe interaction dynamics.
1) Collision Method: When calculating collision occurring over an infinitesimal time, we considered the body and beam as a system with the center of rotation at the beam joint. The system is subject to a finite external beam joint torque and external forces $F_{prop}, F_{rand}$. After multiplying the finite values with an infinitesimal time, the external momentum impulse is negligible. In addition, there is a reaction force acting on the fixed beam joint, which has a zero moment arm. Therefore, the angular momentum of the system about the instantaneous center of rotation is conserved during a collision.

The calculation of collisions depends on the geometric relationship between body and beam. During traversal, there are two different contact cases: tangential contact and point contact.

In the tangential contact case (Fig. 2), the beam is tangential to the body surface at the point of contact. The normal direction of the body surface at the point of contact is perpendicular to the beam. Applying conservation of angular momentum to the body-beam system:

$$ M r v_{ni} + I \omega_i = M r v_{nf} + I \omega_f $$

(4)

In addition, applying the definition of CoR to the tangential contact case:

$$ CoR = \frac{v_{nf} - r \omega_f}{r \omega_i - v_{ni}} $$

(5)

where $r = \sqrt{x^2 + y^2 - R^2}$ is the distance from beam joint to contact point, $\omega_i$ and $\omega_f$ are beam angular velocities before and after collision, $v_{ni}$ and $v_{nf}$ are local velocities of the beam at the contact point before and after collision, $v_f$ and $v_i$ are beam velocities before and after collision, $v_{ni}$, $v_{nf}$, $v_i$, and $v_f$ are their projections in the direction normal and tangential to the beam. Note that $v_{ni} = v_{nf}$ because there is no interaction force in the tangential direction from our frictionless body assumption. Using (4) and (5), we can solve the dynamics of the collision in the tangential contact case.

In the point contact case (Fig. 3), the free end of the beam contacts the body surface. Because the normal direction of the body surface at the contact point is no longer perpendicular to the beam, it is more complex to formulate a $CoR$ expression in scalar form. Considering that its collision is small and only happens in the short duration before detachment, we assumed the collision to be perfectly elastic in this case for simplicity. Thus, mechanical energy is assumed to be conserved at the collision time step:

$$ \Delta E = \frac{1}{2} M (v_f^2 - v_i^2) = 0 $$

(6)

Also the system complies with the conservation of angular momentum before and after collision:

$$ \Delta P = M (v_f - v_i) = F \Delta t $$

(7)

$$ \Delta L_{beam} = I (\omega_f - \omega_i) = -r \times F \Delta t $$

(8)

$$ \Delta L_{sys} = r \times \Delta P + \Delta L_{beam} = 0 $$

(9)

where $\Delta P$ is the change of body momentum, $v_i$ and $v_f$ are body velocities before and after the collision, $\Delta L_{beam}$ is the change of angular momentum of the beam before and after the collision, $F$ is the interaction force acting on the body from the beam, $r$ is the distance from the beam joint to contact point, and $\Delta L_{sys}$ is the change of angular momentum of the system, which is zero at collision. The velocities after the collision can be solved from those before using (6)–(9).

2) Constraint Method: The constraint method is based on Newton’s second law and the geometric constraints that the body and beam have the same normal velocity at the contact point. It also differs between the two contact cases.

In the tangential contact case, the velocity constraint is:

$$ \omega r = - \sin \theta x + \cos \theta y $$

(10)

Taking time derivative of both sides of (10), we have:

$$ \beta r + \sin \theta a_x - \cos \theta a_y + \left( \frac{x}{r} + \cos \theta \right) \omega v_x + \left( \frac{y}{r} + \sin \theta \right) \omega v_y = 0 $$

(11)

where $(x, y)$ is the center of mass position measured from the beam joint, $(v_x, v_y)$ is body velocity, and $(a_x, a_y)$ is the body acceleration.

In the point contact case, the velocity constraint is:

$$ \omega L (\sin \theta x - \cos \theta y) = (L \cos \theta - x) v_x + (L \sin \theta - y) v_y $$

(12)

Taking time derivative of both sides of (12), we have:

$$ \beta L (\sin \theta x - \cos \theta y) = $$

$$ (L \cos \theta - x) a_x + (L \sin \theta - y) a_y - v_x^2 - v_y^2 + 2L \omega (\cos \theta v_y - \sin \theta v_x) - L (\cos \theta x + \sin \theta y) \omega^2 $$

(13)

where $L$ is beam length.

In the simulation, the collision and constraint methods are integrated following the workflow shown in Fig. 4. The simulation first runs the collision method in loops. As the change of the body’s momentum during each collision $\Delta P$ decreases below a small threshold $\varepsilon = 0.04 \text{kg} \cdot \text{m/s}$, i.e., collisions become small enough and exchange little momentum, the simulation switches to the constraint method in loops. During the switch, beam angular velocities are updated to satisfy the initial velocity constraint of the constraint method.
C. Potential Energy Landscape

The potential energy landscape is a modeling approach to model the conservative forces during locomotor-terrain interaction over relevant degrees of freedom. Without knowledge of non-conservative forces that are often difficult to measure, it provides a useful approach for understanding how the system may or may not move on the landscape, as long as potential energy landscape plays a major role in shaping dynamics [14]. In our system, potential energy arises from elastic torsional joints of the beams:

$$E_{\text{beam}} = \frac{1}{2} k_L \theta_1^2 + \frac{1}{2} k_R \theta_2^2$$

(14)

where $E_{\text{beam}}$ is the total beam potential energy, $k_L/k_R$ is the elastic stiffness of the L/R beam, and $\theta_i$ is the deflection angle of the $i^{th}$ beam, with $i = 1, 2$ for the left and right beams, respectively.

The landscape is calculated as a 3-D surface $PE = f(x, y)$ over a mesh grid of $dx = dy = 0.5 \text{ m}$. At each grid point, we assumed that beams are always deflected forward and contact the body if the body is within the range of beam radius. During traversal, the body pushes forward and deflects the beams, resulting in two potential energy barriers on each side [Fig. 5(A),(B)]. The two barriers overlap in the middle area, where the body can interact with both beams. Fig. 5(C) is an example of asymmetric landscape with different $k_L$ and $k_R$.

Because we assumed a constant forward $F_{\text{prop}}$, the potential energy landscape can also include conservative potential energy from $F_{\text{prop}}$. The summed potential energy is:

$$E_{\text{prop}} + E_{\text{beam}} = F_{\text{prop}} (y_0 - y) + \frac{1}{2} k_L \theta_1^2 + \frac{1}{2} k_R \theta_2^2$$

(15)

where $E_{\text{prop}}$ is the potential energy from $F_{\text{prop}}$. The zero level of $E_{\text{prop}}$ was defined at the anterior boundary $y_0 = 60 \text{ m}$.

A basin that spans across the $x$ direction in front of the beams (around $y = 20 \text{ m}$) emerges after including the energy of $F_{\text{prop}}$ of a modest magnitude in the potential energy landscape [Fig. 5(D)]. This helps us understand how the landscape is tilted by the propulsive force. Within insufficient $F_{\text{prop}}$, the locomotor body would be trapped in this basin and not traverse. Adding kinetic energy fluctuation induced by the random force can help the body escape the horizontal basin. With sufficient $F_{\text{prop}}$, the landscape is so heavily tilted that the basin disappears, and the locomotor should always traverse.

The evolution of the potential energy of the system in the simulation traversal trials can be plotted over the landscape to visualize how the body-beam interaction influences body motion. Typically, the trajectory of the system potential energy is above the landscape surface due to the beam inertia. However, sometimes the trajectory penetrates the landscape surface. An example is shown in Fig. 6(B). In this case, the left beam lost contact with the body and returned its initial orientation [Fig. 6(A)]. Because the body is still within the radius of the beam, our landscape calculation that always assumes beams being deflected forward over-estimates the potential energy. If we only consider the landscape from the right beam that is deflected, this artifact is removed [see Fig. 6(c)]. See multimedia material$^1$ part 3 for an example video.

D. Multi-Obstacle Field Interaction

Using the body-beam interaction model above with a single pair of beams (a gate), we can create a large cluttered obstacle

Gate Lattice Simulation. Part 1). Failure resulted from: (1) the body is out of the range of beams. Later in the visualization process, according to the gate index \( i \), \( X,Y \) in \( [4,6] \) were converted to the global position \( x,y \) before making initial contact with beams. Fig. 7 shows a 9 × 9 gate obstacle field. Green dashed line show boundary of the region of each pairs of beams. s show beam joints. Blue and red line segments show left and right beams of each pair.

The algorithm:

**Algorithm 1: Gate Lattice Simulation.**

Initialization, \( t \leftarrow 0 \), \( t = 0 \) \( \) while \( t < t_{\text{min}} \leq t < t_{\text{max}} \) and \( y_{\text{min}} \leq y < y_{\text{max}} \) do Single gate simulation, \( t = t + \Delta t \) if Reached left boundary, \( x < -25 \) m then \( x \leftarrow x - 1, x \leftarrow x + 25 \) else if Reached right boundary, \( x > 25 \) m then \( x \leftarrow x + 1, x \leftarrow x - 25 \) else if Reached top boundary, \( y > 60 \) m then \( y \leftarrow y - 1, y \leftarrow y + 60 \) end if \( \) \( P_{\text{local}}(t) = [x, y], i(t) = [i_x, i_y] \) end while return \{ \( P_{\text{local}} \), \{ i \} \} function MATLAB2AVI( \{ \( P_{\text{local}} \), \{ i \} \} ) Convert local position data, \( P_{\text{global}} \leftarrow P_{\text{local}} \) return video.avi

**III. RESULTS**

**A. Traversing Symmetric Beams**

We first studied the probability of traversing a pair of symmetric beam obstacles under self-propulsive and random forces. The body starts at an initial forward velocity \( v_0 \), accelerates for a short distance \( d_{\text{acc}} \) before making initial contact with beams. The criterion of traversing successfully is that the body can reach \( y = 65 \) m, where the body is out of the range of beams (multimedia material, part 4). Failure resulted from: (1) the body gets stuck by the beams (multimedia material, part 2), (2) the body deviates from the desired track and exits from the side boundaries (\( x < -25 \) m or \( x > 25 \) m), and (3) the body did not reach \( y = 65 \) m within maximal iterations.

From the potential energy landscape [Fig. 5(A)], the locomotor body needs to have sufficient kinetic energy to overcome a potential energy barrier to traverse [9]. Because higher propulsive force can tilt the landscape, facilitating to overcome barriers by lowering them, while the random force adds more kinetic energy fluctuation in the system. Thus, we hypothesized that the probability of traversing a pair of symmetric beam obstacles increases with propulsive force and random force.

To test this hypothesis, we varied propulsive force \( F_{\text{prop}} \) and the magnitude of random force \( Rm \) using system parameters in Table I and ran 100 trials for each given \( (F_{\text{prop}}, Rm) \) to obtain traversal probability (Fig. 8). For a given \( Rm \), traversal probability increased with propulsive force. However, for a given \( F_{\text{prop}} \), traversal probability did not always increase with random force. A random force of \( Rm \) up to 20 N increased traversal probability. However, as \( Rm \) increased beyond 20 N, traversal probability

![Fig. 7. A 9 × 9 lattice obstacle field. Green dashed line show boundary of the region of each pairs of beams.](https://youtu.be/jR6bv94KuuE)

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propulsive force ( F_{\text{prop}} )</td>
<td>4.5,6.7,8.9 N</td>
</tr>
<tr>
<td>Random force magnitude ( Rm )</td>
<td>0,10,20,30,40 N</td>
</tr>
<tr>
<td>Beam stiffness ( k_{l,k} )</td>
<td>400 N/m/( \text{rad} )</td>
</tr>
<tr>
<td>Beam damping ( d_1,d_2 )</td>
<td>50 N/( \text{m/s} )</td>
</tr>
<tr>
<td>Initial forward velocity ( v_0 )</td>
<td>0 m/s</td>
</tr>
<tr>
<td>Coefficient of Restitution ( \text{CoR} )</td>
<td>0.8</td>
</tr>
<tr>
<td>Oscillator frequency ( f )</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Acceleration distance ( d_{\text{acc}} )</td>
<td>20 m</td>
</tr>
<tr>
<td>Max iterations</td>
<td>3000</td>
</tr>
</tbody>
</table>

![Fig. 8. Probability of traversing a pair of symmetric beams as a function of propulsive force and random force magnitude.](https://youtu.be/jR6bv94KuuE)

All the modeling calculations and simulations were performed in MATLAB R2019b.
TABLE II
ASYMMETRIC TEST CONFIGURATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propulsive force $F_{\text{prop}}$</td>
<td>7.6 N, random force magnitude</td>
</tr>
<tr>
<td>Left beam stiffness $k_L$</td>
<td>100,50,100 N m/rad</td>
</tr>
<tr>
<td>Right beam stiffness $k_R$</td>
<td>500 N m/rad</td>
</tr>
</tbody>
</table>

Fig. 9. Successful trajectories on the landscape in asymmetric test. Self-propulsive force = 7 N, random force magnitude = 10 N, $k_R = 500$ N m/rad. (a) $k_L = 500$ N m/rad. (b) $k_L = 300$ N m/rad. (c) $k_L = 100$ N m/rad.

decreased. Examination of simulation videos revealed that this was because more trials exited the side boundaries of the gate region before arriving at the beams. Thus, a sufficient but not excessive lateral random force helps traverse symmetric beam obstacles.

B. Traversing Asymmetric Beams

Next, we studied the probability of traversing a pair of asymmetric beams with different stiffness. The potential energy landscape becomes asymmetric in this case, with a barrier lower on one side where the beam has a smaller stiffness [Fig. 5(C)]. We hypothesized that the probability of traversing on the side of lower stiffness increases with the level of asymmetry.

To test this hypothesis, we varied the left beam stiffness while keeping the right beam stiffness constant and varied $F_{\text{prop}}$ and $Rm$ systematically (Table II). Unlisted parameters are the same as those in Table I. Here we selected three groups with varying stiffness ratios as examples to illustrate the typical results (Fig. 9). Only successful traversal trajectories are plotted over the landscape. In the symmetric control group with both beam stiffness being 500 N m/rad [Fig. 9(A)], traversal was rare with similar probability on both sides (L:13%, R:8%). This is because the propulsive force was barely sufficient to overcome the potential energy barriers. When the left beam stiffness was reduced from 500 to 300 N m/rad, traversal was frequent (52%), with the body pushing across the left beam [Fig. 9(B)]. As the left beam stiffness further reduced to 100 N m/rad, traversal was almost guaranteed by pushing across the left beam [98%, Fig. 9(C)].

For all the asymmetric tests varying $F_{\text{prop}}$ and $Rm$, we classified the trajectories into “left” or “right” types, reflecting traversal tending to which barrier side, by comparing the maximal deflected angle of the left or right beam. Then, we can quantitatively evaluate the asymmetry of trajectories by calculating the ratio of the number of trials for each type to the total number of successful traversal trials (Fig. 10). For $Rm < 40$ N, as the left beam stiffness decreases, traversal becomes less frequent on the right side. However, for $Rm \geq 40$ N, this trend is still existed, but less monotonically due to the high stochasticity. In addition, traversal probability increased with $F_{\text{prop}}$ [Fig. 10(A) vs. (B)]. These results well supported our hypothesis and were consistent with observations in the traversal of symmetric beams.

C. Multi-Obstacle Traversal

On the larger terrain, trajectories become more complicated and lack of patterns. Here we focused on how the locomotor body transits between adjacent gate regions. As a first step, we assumed that all the gates are symmetric with the same stiffness (400 N m/s). Each gate is considered as a single system with input and output when crossing region boundaries. Here we discretized the boundary of a gate region into 6 segments: middle traverse (MT), left traverse (LT), right traverse (RT), left deflect (LD), right deflect (RD) and enter (EN) (Fig. 11). For the traversal problem, EN is only for input and MT is only for output, whereas the other four can be either input or output. Another possible output is that the body is trapped inside a gate region in between the two beams. Motion in each gate can be treated individually as a stochastic process independent of the history before entering. And we assume for fixed model parameters, there is a constant probability correspondence between input and output states. Thus, the Markov chain can be applied to describe the stochastic transition between gate regions.

For a discrete-time Markov process, the continuous states needed to be discretized into a finite number of input and output states. Here, the state of the body when crossing the boundary is $q = [B, d, v_x, v_y]$, where $B \in \{EN, RD, LD, RT, LT, MT\}$ is the boundary index, $d$ is the position on the corresponding the
boundary. \(d\) is measured as the distance to several benchmark points (EN: [0, 0] m, LT/LD: [−25, 30] m, RT/RD: [25, 30] m, MT: [0, 60] m). \([v_x, v_y]\) is the velocity when crossing boundaries. To set up the state space for the Markov chain, we discretized the input states for boundaries EN, RD and LD (Table III). Inputs from RT or LT rarely occur (fewer than 4% of all trials) and they are not involved with the body-beam interaction. Thus, for simplicity, we did not further discrete RT and LT like the other boundaries to improve computational efficiency. In total, there are 87 input states, \([I_1, \ldots, I_{87}]\), and 88 output states, \([O_1, \ldots, O_{88}]\), with \(O_{88}\) being the state of being trapped in a gate.

For Markov Chain analysis, we need to obtain the transition matrix \(M\), where \(M_{ij}\) is the probability from input \(I_i\) to the output \(O_j\) during a gate traversal (16). For our discretization, \(M\) is an 87 \(\times\) 88 matrix. The matrix is obtained by running 100 trials per group with random force in the single gate simulation.

\[
P_{after} = [P_{a1}, \ldots, P_{88}] = \begin{bmatrix} M_{1,1} & \cdots & M_{1,88} \\ \vdots & \ddots & \vdots \\ M_{87,1} & \cdots & M_{87,88} \end{bmatrix} = P_{before} \cdot M
\]

(16)

where \(P_{after}\) is the probability of output state after the traversal, \(P_{before}\) is probability of input state before the traversal.

With the transition matrix, the Markov chain Monte Carlo (MCMC) method [25] can be used to predict the consecutive transitions between gate units. Monte Carlo is a statistical simulation method relying on repeated random sampling from a probability distribution. MCMC is the combination of Markov chain and Monte Carlo. In each gate, input is known, either from the initialization or from the former gate. The probability of outputs after traversing this gate is given by multiplying the Markov chain transition matrix. We randomly pick a certain output state based on the probability distribution \(P_{after}\) and use it as the input of the next gate. By repeating the Markov chain and Monte Carlo in turn, we can obtain a path across the terrain. The simulation ends after a maximal number of iterations. The pseudo code:

Unlike our dynamic simulation, the Markov chain Monte Carlo algorithm cannot precisely predict the trajectory across the terrain. But we can compare the prediction for the final lattices where the trials finally stop. By repeating MCMC trials, we can obtain a predicted distribution of the final lattice. To compare two methods, we have the same parameters of gates in dynamic simulation as the ones in MCMC. Ideally, the MCMC simulation can predict the path on an infinitely large terrain. However, if the body keeps accelerating after traversing a series of gates, the locomotor velocity will keep increasing towards infinity, and it would be impractical to discretize velocity for the Markov chain analysis. To address this issue, we increased the beam damping \((d_1 = d_2 = 50 \text{ N} \cdot \text{s}/\text{rad})\) and added a viscous force \((\vec{f} = -D\vec{v}, D = 0.06 \text{ N} \cdot \text{s}/\text{m})\) between body and the horizontal plane so that the velocity can remain in the tested range (Table III). The body started at the origin of the entire terrain \((X = 0 \text{ m}, Y = 0 \text{ m})\) with \(v_x = 0 \text{ m/s}\) and \(v_y = 15 \text{ m/s}\). For our \(9 \times 9\) gate lattice, each MCMC trial is allowed to have a maximum of 13 steps to reach the furthest gate. But if the body exits from the terrain or becomes trapped inside a gate (i.e., reaching \(O_{88}\)), the trial will stop at that gate.

To test how well the MCMC simulation predicted traversal outcome, we ran 100 trials using both dynamic and MCMC simulation and compared the distribution of the final location of the body within the obstacle field. The patterns are strikingly similar (Fig. 12). The correlation coefficient, \(\text{corrcoef}(A, B) = \text{cov}(A, B)/\sigma_A \sigma_B\), between the two simulations was 0.914. In addition, the root mean squared error, \(\text{RMSE}(A, B) = \left[\frac{1}{n} \sum_{i=1}^{n} (A_i - B_i)^2\right]^{1/2}\), was only 1.018, i.e., the error is around 1 out of 100 trials. These results demonstrated that the MCMC simulation can predict our dynamic simulation traversal result very well. Considering that the MCMC method can finish the

### Table III: Discretization of Input States

<table>
<thead>
<tr>
<th>(d (\text{m}))</th>
<th>(\text{EN})</th>
<th>(\text{RD})</th>
<th>(\text{LD})</th>
</tr>
</thead>
<tbody>
<tr>
<td>([-25, -15], [-15, -5], [-5, 5], [5, 15], [15, 25])</td>
<td>([10, 20], [20, 30])</td>
<td>([10, 20], [20, 30])</td>
<td></td>
</tr>
<tr>
<td>([-25, -15], [-15, -5], [-5, 5], [5, 15], [15, 25])</td>
<td>([-30, -20], [-20, -10], [-10, 0])</td>
<td>([0, 10], [10, 20], [20, 30])</td>
<td></td>
</tr>
<tr>
<td>([v_x (\text{m/s})])</td>
<td>([10, 20])</td>
<td>([-20, -10], [-10, 0], [0, 10], [10, 20], [20, 30])</td>
<td></td>
</tr>
</tbody>
</table>

**Algorithm 2: Markov Chain Monte Carlo.**

 Initialization, \(P_{before} \leftarrow [0, .., 1, .., 0]\)

 while Body within terrain do

 Markov Chain \(P_{after} \leftarrow P_{before} \cdot M\)

 Randomize one output \(O_n \leftarrow \text{Sample from } P_{after}\)

 if \(O_n = O_{88}\) then Break

 end if

 Transition to the next gate, new input \(I_n \leftarrow O_n\)

 Reset \(P_{before} \leftarrow \text{zeros}(1, 87)\)

 \(P_{before}(n) = 1\)

 end while

Fig. 12. Distribution of the final location of the body within the obstacle field. (a) The predicted distribution given by MCMC simulation (left) and dynamic simulation (right). (b) Data in (a), rearranged into a more direct pair-wise comparison.
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To evaluate the generality of this result, we tested three other sets of randomly chosen initial states and found excellent match throughout (Table IV).

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>PREDICTION EVALUATION USING DIFFERENT INITIAL STATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>d (m)</td>
<td>v_a (m/s)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>-11</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>-17</td>
<td>13</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

In this study, we developed a stochastic dynamic model to simulate a self-propelled, minimalistic locomotor body with random forces traversing beam obstacles in two dimensions on a horizontal plane. We found that a larger forward propulsive force and a sufficient but not excessive lateral random force facilitate traversal, by providing sufficient kinetic energy to overcome potential energy barriers from obstacle interaction. Asymmetry in beam stiffness induces asymmetric distribution of traversal trajectories, with higher probability to traverse on the side with a lower barrier. The model of interaction with a basic unit of obstacles (two beams) was further extended to simulate the traversal of a multi-obstacle field. Finally, we applied a Markov chain Monte Carlo method to model how the body statistically transitions between adjacent obstacle units, which well predicted the probability distribution of the final location of the locomotor in the large obstacle field.

Our results demonstrated that the potential energy landscape is useful for understanding traversal dynamics without solving them exactly. This would be particularly useful for modeling systems with complex interaction, which is common in animal and robot locomotion in complex terrain. In addition, we can redesign the landscape barriers and basins by adjusting the model parameters that define physical interaction, which can be applied to robot motion control and path planning. Furthermore, stochasticity, which is common in locomotion and usually considered a nuisance [9], [14], [19], [26], can be beneficial for robots when they are trapped by obstacles and need to overcome potential energy barriers. Finally, our exploration of multi-obstacle field traversal supported the plausibility to decompose natural terrain as a combination of multiple obstacles [14]. Our results suggested that, by statistically understanding and predicting the interaction with each type of obstacle unit, larger scale traversal processes may be rapidly predicted.

Future work should add more physical realities such as locomotor degrees of freedom and frictional interaction with the ground to the minimalistic model and expand to 3-D obstacle traversal in 3-D terrain. The addition of the ability to sense, control, and plan obstacle interaction [13] will help advance robotic traversal of cluttered obstacles [14], [15].
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